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Preface

Most network devices are constantly collecting statistics relating to the health of each interface. Network
engineers rarely have the budget, time, and resources to access this wealth of information, and very few
products exist that can help engineers detect and analyze problems before they affect users.

TotalView by PathSolutions was created to help provide this information (collected by switches, routers,
servers, and other network devices) in an advanced and easy to use format, to identify the root cause of
network problems, and maintain maximum network performance.

Audience

Network administrators with various levels of expertise can benefit from TotalView by PathSolutions, as
the product offers not only a rapid view of network health, but also in-depth analysis of specific issues.

To install and use TotalView, a network administrator should be able to set up a managed switch with an
IP address and an SNMP read-only community string.

Conventions
The following conventions are used in this manual:

Italic
Used for emphasis and to signify the first use of a glossary term.

Courier
Used for URLs, host names, email addresses, registry entries, and other system definitions.

Note: Notes are called out to inform you of specific information that is relevant to the configuration or
operation of TotalView. Notes may occasionally be used to describe best practices for using the
system.

Technical Support
For technical support:

Support@PathSolutions.com

(877) 748-1444 (7x24 tier 1 telephone support)
(408) 748-1777 Select 1 for tier 2 support
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Overview

TotalView by PathSolutions is a Windows service that uses SNMP to monitor statistics and utilization for
each interface on switches, routers, and servers. If data-link errors or utilization rates rise above a
settable threshold, you can use the generated web pages to help you determine the source of the
network problems. This will help you to maintain a healthy network.

TotalView by PathSolutions is designed to disclose network weaknesses that cause data and
VolP/UC/Video stability issues. By monitoring all network interfaces for utilization, packet loss, and
errors, it becomes easy to determine exactly where network faults exist.

TotalView goes one step further by providing insight into the specific error or issue that is causing
degradation so a rapid resolution can be applied.

Continuous monitoring of all interfaces provides the ability to generate alerts if any interface degrades
below a level that will support Network and VolP services.

TotalView also maintains a history of utilization and errors on all interfaces so you can troubleshoot
Network and VolP problems after they occur.

All network devices that support SNMP can be queried for link status and health information.

New Features in TotalView 14

With our latest release TotalView version 14, we have added many new features, and also redesigned
the deployment and configuration tools. Some of them are:

n ag) LiA

puXx
Services Monitoring SSL Certificate Monitoring Linux Servers Monitoring
Hmm
) SISCO‘ % paloal[:o ; !
vierakl .
o 3 DNS
o S L
Meraki APl Support Palo Alto Networks API Support DNS Record Monitoring

Cisco Meraki APl Support: If a Meraki API key is provided, we will use the Meraki API to fetch additional
information not available via SNMP to round out a Meraki deployment. This means that you will have the
best, deepest view into Meraki equipment due to the merging of both SNMP and API information into one
solution.

Palo Alto Networks API Support: For Palo Alto Network firewalls, TotalView uses API to fetch the
management IP address as well as tunnel IP addresses.
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RemoteView® Module Overview

This module gives you the ability to root-cause troubleshoot the problem as if you were at the user’s
house able to run the appropriate tests to investigate the source and cause of the network problems. You
would employ RemoteView to collect all of the info that you need to remotely diagnose a problem with a
user's home network, including system tests, network speed tests, WiFi signal strength, neighborhood
channel use, firewall performance, ISP link bottlenecks, split-tunneling misconfigurations, web page fetch
issues, website performance waterfall tests, and more. You can run either batch tests or single tests.

License information for this module can be obtained from your PathSolutions reseller or directly

from PathSolutions license support at 1-877-748-1777, Sales@PathSolutions.com.

You give the user RemoteView, a single executable agent (no installation required) that the user can run
at their convenience. This agent will run a battery of tests to probe, collect, verify, and validate different
aspects of network performance and capability. All of these tests are then sent back to the TotalView

server and an engineer is notified that the test results are in and can be evaluated.

TotalView

Dashboard
Network
VolP
Servers
Services
NetAlly
RemoteView
Risks
Clients
Cloud
Internet
Predictors
NLT

Support

Logout

The many Remote User Tests you can

& SCRIPT. Level 4 Diagnost

RemoteView

Download RemoteView™ Agent

C test: Chicago (chi01.pathsolutions.com)

/bRTC test (Chicago (chi01.pathsolutons.com

Test Time

Process List (0

Network Adapter List (C
IP Configuration

Routing Table

Speed Test

End-to-end test: Endpoint stability test to
Link Troubleshooting: Path stability test t
Wireless Test (0

Wireless SSID List

LAN Device Discovery

Web Fetch Waterfall: Web waterfall for ww
enshot f

Web Page Screenshot: Web sc

System information
Process List
Network Adapter List
IP Configuration
Routing Table (0

View™ (Registered to fred.

locaa43) - X

Solutions

From [10500°% to [10504.1 Stop =
Mode: [End+ t oo
Codec o4 | cff H F [
=71
Cals N
-19%
(=TI i " . Jo0¥%
-42%
RAM B
-83%
Network 10 0%
-1%
10CP. P
-1%
101der i
~n \ -21ms
Latency =110ms
-0ms
=81 ms
Jiter =41 ms
-0ms
-105%
Los: . -53%
-0%
44
MOS Il 27
i R T
-500" -400" 300 -200" 100" 000"
1>l
Lotency.  -ms Time - InvadOSCP. %
Jiter ms Callraic - Ouofoder %
Loss: +% MOS: .
cPU -% RAM -% Network -%

run are detailed in the documentation that follows.

Notify
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Sl SecOps Manager Module Overview

TotalView Security Operations Manager can be added on top of our core collection engine that will
solve many problems for CISOs and Security Analysts by applying automation and analysis to their

domain.

License information for this module can be obtained from your PathSolutions reseller or directly
from PathSolutions license support at 1-877-748-1777, Sales@PathSolutions.com.

This is a SecOps and SOAR solution that will dramatically speed up SIEM and NetFlow event research
and resolution by giving you Total Network Visibility® into your entire footprint. TotalView Security
Operations Manager will tell your team: what is connected to your network, where they are connected,
who is logged in, what they are doing, whom they are communicating with, and where data is going.

This SecOps dashboard shows a summary of the entire security operations environment, including
footprint, vulnerabilities, exposures, rogue IT, new devices as well as suspicious communications.

Dashboard

Total Security Visibility™

[geareh

| searcn |

@ Network Device Vulnerabilities

B

Metwork Devices
107 0 7 0

Footprint

257 59

End User Devices

e Exposures

52 41

SNMP

ARP Poisoning FTP rLogin

7
Invalid

HTTP servers Telnet processes

o Rogue IT
;"'.l. -

1 0 4 0

Infrastructure DHCP Servers DHNS Servers Expiring

L) L4
PEES

1,011
Medium
@9
15 18 2
Uncontrolled DNS Uncontrolied NTP Uncontrolled SMTP
351

@I
—

EETY R

° 3

Suspicious Communications

New Devices
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- Telecom Module Overview

The TotalView Telecom Module can be added on top of our core collection engine to monitor VolP/UC.
The VolP environment tools are a phone locator, SIP Trunk monitoring, license- unllmlted call simulator
agent, phone move alerting, and full visibility into QoS queues with our QueueVision® capability.

License information for this module can be obtained from your PathSolutions reseller or directly
from PathSolutions license support at 1-877-748-1777, Sales@PathSolutions.com.

\

4 Back

\/

SIP-Trunks Total Volf Visibifity®
Cloud Map to Skype for Business
fS_‘] Skype for Business Last-5 minute latency: Average latency: Hops: Last path change:
global ir.skype.com (13.107.8.2) e Up 27T ms 27Tms 18 0 days 07 .06:31.31
Response time
i
& 60ms
®
3 4oms
Time {hours) ® Latency
Packet Loss
MW“I ‘ [ | | ‘ |
12PM 12PM 12AM 12PM 12AM 12PM 12AM 12PM 12AM
Time (hours) @ Packet Loss
.r"
o
N SN e N

3 \f.? @ @ @ 0®@/

\
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Using the Web Interface
The web pages are served are served out HTTPS/TLS1.2 via port 443.
Log In

The first screen is a login screen with a random quote.
e Default login: “admin” password: “turtle”

As the administrator you will want to change the login and password upon installation. This can be done

via the Config Tool.

Solutions

Log in to TotalView

Username

Password

Winning the lottery is a faster way to discover long lost
relatives than ancestry sites

Website Navigation

The PathSolutions TotalView web layout is easy to follow, and easy to navigate. You can minimize the
menu on the left by selecting the left arrow. The new Ul shows all the top level categories down the left

hand side of the display.
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Menu in expanded view: Menu in collapsed view:

o

TotalView

Poll: 00:05:00

Dashboard: customizable
dashboard

Network: network device and

Last: interface monitoring

Health:

VolP : VolP/UC/Video device
monitoring
Servers Monitoring

D Dashboard

Network

Services Monitoring
VolP

NetAlly Analyzers

Servers

Services L2
RemoteView

NetAll . . .
e Risks —Security Operations

Manager(Z)—loT included

RemoteView

Clients Monitoring
Risks

Clients Cloud: cloud connection
monitoring
Cloud

Internet: internet connection
monitoring

Internet

Predictors

NLT

Predictors: bandwidth and
cabling utilization & predictions

Search

Support NLT: Natural Language

Troubleshooting
Logout Support

Skinning

Notes:

1. Underneath the Health Section at top left, a message will appear if your support has expired, your
software is out of date, or you need more licenses to monitor your network.
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2. Starred items only appear if you own the license for them.

Below the categories, there is a search field, a link to the documentation (the user manual) and a link for
logging out.

Subsections for each main section can be navigated by the tabs that appear along the top of each
section.

In addition, links throughout the interface allow navigation to additional pages and supporting reports.

Clicking on a device’s name or IP address on any screen navigates to the device-specific “Interfaces”
pages, and gives “Device Overall Statistics” reports and device-specific information on: utilization,
aggregate broadcasts, CPU utilization, free memory, packet loss in device and back, routing table entries,
the Network Prescription, CISCO Chassis info, traffic, and status notes.

Web Page Headers

At the top of the left collapsible menu of each web page, general information is displayed: Polling
Frequency, Last Poll Time, and Network Health.

TotalView

Poll: 00:05:00
Last: 1/28/2023 1:59:26 PM
Health:

Tabs

Navigating each section of the web interface is accomplished by using the Navigation bar and tabs at the
top of the Network section’s pages:

Path

Each tab covers a specific area relating to the health of your network.

Navigation Buttons

Graphical interface buttons help with navigation and other options:

@ An eye button at the right of tables is sometimes available. When selected, it will bring up another
diagram or more information. For example on the packet tables, the eye button brings up the packet error
counter information.

m This green Excel button will download an on-screen report into an Excel spreadsheet.
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Navigation Hints

onnect

55H Web HTTP 3

Filter Devices

Device Name

Hovering over items in a report often shows additional information
about that item, and sometimes links, For example on the loT
Tab, when you hover on the “Connect” links, device links to
Telnet, SSH, Web, HTTPs and Syslog will appear. Available links
are in bold and blue here.

The search field at the bottom left of the expanded menu is
another good way to find things and navigate.

NEW

Filtering your view of devices, servers and interfaces is possible
by entering text into the filter fields above the tables. This makes
it very quick and easy to find similar monitored elements. For
example: finding all Meraki devices in the inventory.
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Dashboard

The Dashboard shows a dashboard that provides user-changeable widgets that can be displayed inside
or outside of this tab. You decide the type of widget and how you want information presented, and each
widget auto-updates automatically.

TotalView supports multiple customized dashboards. This means you don’t have to clear your dashboard

if someone wants to share their dashboard with you, and you can have separate dashboards for different
topics like networks, servers, and cloud.

Customizing Widget Dashboards

When you first open the program or use the Dashboard, it will display the default widgets with a little
“Edit” link in the upper right-hand side.

Solutions Network Health

TotalView

Health:

vice Manufacturers Interface Speed Interface Duplex
S ® 10ig @ Full Duplex
er 100 meg Half Duplex
isco Meraki @ 10meg
= ckar <10 meg
100 gig
@ PC Engines GmbH

@ Dell inc.

1) Dashboard

If you click the “edit” link, it enters into edit mode with shaded widgets. It shows a menu of widgets, and
options for loading, saving or deleting dashboard sets;

If you click “Add Widgets”, it will open a dialog box showing all the available widgets. Select widgets here
by clicking on them.
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Turtle Widget Daily Issues Daily Ports.

MRS 10 12 14 16
e Beahinte

SD.WAN Route SIP-Trunk Route Diagram Ping IP Addresses Map

d

»
4
X
\: ®
eiiiid
teetee

wiiiii
viiiii
HEEEQ
viiiii

Ping IP Addresses
@ ONS(

The widget(s) you select will immediately be placed on the open dashboard tab. Note it is in the upper
left. Drag it to a blank area on the screen by clicking it and dragging it. Change the size by clicking on the
sizing object in the lower right corner of the widget.

If you want, in edit mode you can click “X” to delete any widget from the dashboard. Or use the “Clear”
link to remove all widgets from the current tab.

When you are satisfied with widget location and size, click “Lock” and the system will then lock it in place
on that dashboard tab. The “X” in the upper right corner of widgets will change to an arrow that you can
now click on. This will create a separate detached window for the widget that you can drag around your
screen.

You can make multiple tabs of widgets
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To make a new widget set, select the edit mode, then select ‘New” from the small menu above widgets at
the upper left. This will create the next dashboard tab.

-1 - | New Delete

Saving and Sharing Widget Sets

From the widget edit mode, use the “Save” link at upper right to save and download a copy of your widget
configuration to your computer.

Save | Load | Add Widgets | Clear | Lock

Use the “Load” link to upload a widget configuration from your computer (i.e., if you are sharing a set with
peers).

Widget Examples
Device Manufacturers 4 Interface Speed 4 Interface Duplex 4
@ Cisco Systems, Inc 100 meg @ Full Duplex
Other ® 199 Half Duplex
@ Hewlett Packard ‘ <10 meg
\\‘ @ Cisco Meraki @ 10 meg
fas Ubiquiti Networks Inc. @ 10gig
— Palo Alto Networks > 100 gig
’ @ Hewlett Packard Enterprise

. Aruba, a Hewlett Packard Enterprise Company
@ ProCurve Networking by HP

@ aboutblank

Daily Utilization
80000

70000
60000
50000
40000
30000
20000
10000

3PM 9PM 3AM 9AM 3PM

M Transmitted [l Received
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E Network Section

The Network Section is available by choosing “Networks” or the “Networks” icon in the left panel menu.
This menu will bring you to the Network section and tools A navigation bar at the top of the display shows
sub-tabs for network mapping and monitoring:

Path

Path Tab
The Path tab permits you to view the health of all links between two IP addresses.

Path Total Network Visibility®

Mapping from one IP address to another IP address Path information updated as of: 1/28/2022, 234:37 PM £ Update

Shase A 10.0.021 e sbove collection date and time. If the network configuration or state was different at a previcus point in tme, the

Symmetrical Path

Mapping from 10.0.0.21 to 10.0.0.34 t] Feverse |

g % Source IP: 10.0.0.21

1P Addre
Speed: 0
MTU 1500
Duplex:

Error Rate:

Peak Utilization Rate:

® Transmit Rate @ Error Rate

=
@I Destination IP: 10.0.0.34

EEEYR

Before mapping a call, click on the “Update” button to make sure that the bridge tables and ARP cache
information is current.

Note: The mapping will display the current path that packets take. If the network configuration or state
was different at a previous point in time, this mapping may not reflect the previous conditions.
Enter the Source IP address where you want the mapping to start and the Destination IP address
where the packets would be destined. Click the “Map” button to initiate the mapping.

This will perform a one-way path mapping from the starting IP address to the ending IP address. lItis a
one-way view of how packets would flow from the starting IP to the ending IP. To view how packets
would return, you should click on “Reverse Historical”, as the reverse path may be different than the
outbound path if asymmetric routing is occurring.

Each interface will display the historical percent utilization (received for inbound interfaces and transmit
for outbound interfaces) along with the error rate.

You can also view the duplex setting of each interface to make sure that each outbound interface
matches the duplex setting on the inbound interface.

On outbound Cisco router interfaces, the Queuing configuration of the interface is also shown to aid in
determining if QoS is configured properly on the interface.
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Note:

Note:

If the mapping is unable to complete, it may be due to the fact that all switches and routers along
the path may not be monitored. Add these devices to monitoring for complete visibility of the
entire path.

If a switch or router is unable to be monitored (For example: A WAN service provider does not
allow SNMP access to the device), then a static route mapping can be made through the device
to the far end. Refer to the Administration Guide’s section: “Changing the Map Fetch Variables to
Improve Map Stability” on how to add a static route to the configuration.
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An example of a full Path Map:

Mapping from one IP address to another IP address
Source 1P Address: 100040

Destintion P Address: 1030012

Mapping from 10.0.040 to 10.30.0.12

P informaton uodated 35 of 342020, 44558 PM & Update

Source P 100040

b
P ogsa 00
i -
e e :
Duper -
Eror e Q0008 psko0ct g
%‘% Pinot Layer2 Swich 100021
oo
spc To0oman0ms
o
oo Addeses:
Duper o
e Dt e pree]
sound
spe T0cmon0ses
o ]
i Adcesses: B
ouper e
Eror e 00708 k025 0
ek Dt e o

= [—

Speed: 100090300595
W 1500
Duplex: a
Error Rate: 00545 pesk00C1% g
Pesk Usizaion Rate: oviERTx

Inboun
Int 2 FS00 FasSramsn0

1P Aderess: 10002
S 100090300
MU 1
Duplex ar
Errr Rate: 04575 pesk0310% 31y
Pesk Utizstion Rate: ooy

N Y—

Outbound

Specs: 153000005
wu. S
Duplex 5
Error Rate: 0.000% pesk 0.0C0% g
Queuing: 5008 AN £DGE (Se7ainece poioes)

1P Adaress: 192108301
Specs: 100000000555
W =9
Duplex:

0000% pesc0000% 213

Peak Uslizaton Rate: 07 Ax

Boston pathsolutions localRouter
(1030%)

ot #2720 FazEramen

1P Adcress: 103002
Speed: 100020000552
Duplex F
Error Rate: 0000% pesk 0.000% 319
Pesk Ublizston Rate 0008 Tx
Quesing: ro

Oestination P: 1030012

Recaiw Rate

Recsve ke Traraimt Rete Prcertage Recate Rate Trramit Rt

Percertage

——

‘Assumed mapping through unmanaged section of the network

=
; ot g
: z
. >
® ReceiveRate @ Error Rate. B
2 e
5 ek
; n i .
o Tt o Erorie
7
““'\IWWFW.A,—" oLy aphesso oy f
(o
® ReceiveRate @ Error Rate. -
o cruvszton
g
3
[
s
5 -7
‘ = " - g
ST e e S S S S S T g H
2 Uy Wy WS o=
o cruvtzton
. Queue:VOIGE i ity Vo TP
@ Policy Match @ Queue Drop )
Queve: classdetat
o oty @ curve o
f—
s
) ok g
® CPU Utiization :

@
]

@ ToansmtRate @ Erorfate
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Map Tab

On the “Map” tab, TotalView includes the Dynamic Network Map, with a zoom, click and drag user
interface. This capability gives you an “eagle’s eye” view of what your network is doing at the current
point in time.

The map updates every 5 seconds and audible alerts play when links or devices go down so you can
remedy the problem immediately.

The map permits two different element types to be displayed:
1. Link: This is an interface that will change color depending on the utilization of the link, or change
to white if no status could be determined, or black if the link shows as down.
2. Device Ping: This is a single point that relates to an IP address that is checked for status. It will
show green if responding, or red if not responding.

TotalView also provides Multiple Map Views for Multiple Locations.
To zoom in and out on the map, use the zoom plus + and minus — buttons at the top left of the screen.

To pan, use your curser in the center of the screen to move around.

Atlantic

1512531

State s up to date

Line Color Description

Green <10% utilized (lightly utilized)

Yellow ~50% utilized

Red >90% utilized (heavy utilized)

Black Interface is down

White Communication failure (could not read interface status)

To detach the map for viewing in a separate window, use the “Detach” button in the top right corner.

To mute sound alerts, click on the word “Mute” at upper right.
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Diagram Tab

This shows the automatic, interactive network diagram. This flexible map gives a pictorial view of your
network connections. You can zoom and scroll the diagram, move elements around, and lock them into
place.

Diagram Total Network Visibility®

As new devices and subnets are added to your network, the diagram will automatically update with the
layer-3 devices and subnets.

Beginning with TotalView 12, you may now select “Grouping” to show groupings of devices at your
locations. You can shift-click on a group name to zoom into and see just the devices in that group.

Diagram Total Network Visibility®

Sunnyvale
@&
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Also with TotalView 12, you may make a Visio download of the diagram by selecting the Visio button at
top, and also view it in a new display window by selecting the “Detach” link.

Gremlins Tab

The Gremlins tab is a correlation engine that allows you to quickly understand what events happened at a
specific timeframe on the network. The Gremlins report has been re-designed to include a timeframe
slider bar at the top:

Gremlins Total Network Visibility®

What happened Now on the network Group: All -

Timetrame: ()

43% Error rate during this period

By default, the Gremlins report shows you events happening “Now on the network.”

The Timeframe slider bar allows you to choose a specific point in time to analyze.
The “Group” drop-down menu on the right side allows you to narrow the scope to look at events that
occurred within that group.

It will present events in the following order of priority:
Devices that went offline

Devices that went online

Interfaces that went down

Interfaces that went up

Devices that had high packet loss

Interfaces that had high utilization

Interfaces that had packet loss

NogohrwN =
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Devices Tab
The Devices tab view shows you a list of your monitored network devices and information about each.

Devices Total Network Visiility®
® Healthy  Suppressed @ lssue 7 Commiail  © (OSSN Traffic PoE STP Inventory Descripion Backup Support Financials Vulnerabilities
Device  SNMP Oper Admin

Device Name IP Address  Version Manage CPU Int Down Down Location Contact Uptime

Headquarters (24 deJoll =

Notice the new filter field at the top of this table to filter any open sub-section. Note this filters only on sub-
sections that are opened at the time,

The health legend is at the top of this section:

@ Healthy Suppressed @ Issue ¥ Comm fail

You can also ‘collapse all’ to close all device groups.

Choosing ‘Lock Web’ will remove the “Ignore” and “Favorites” columns and prevent them from being
globally modified.

From this tab you can also view more specific device sub-tabs:

General Sub-tab
The “General” sub-tab allows you to manage the device as well as learn about the device capabilities:

Devices Total Network Visibility®
® Healthy ~ Suppressed ®lssue 7 Comm fail . [N Traffic PoE STP Inventory Description Backup Support Financials Vulnerabilities
Devics  swP Gper  Admin

Device Name IP Address  Version Manage CPU Int Down Down Location Contact Uptime

Headquarters (24 devices) «

® () hqmxss 10.88.0.4 2o Sysog 1| 10 ] 0d 00h DOm

® (2] hqpadso 10.85.05 2o SSH Web HTTPS S 7 e o | sentadam 464 02h 51m

® 58 syrah 10.0.0.1 V3 | Teherss TIPS Sysog | T | 44 | 24 3 | SantaClara
2

10.0.02 V2o | Tehwt S 1% 32 1 1| 'Santa Clarz

331 05h 40m

10.0.08 V20 | Telet SSH Web HTTPS 18 8 4 | Santa Clara GA hitps://support ruckuswireless. comiconiact_us

@ tempranillo 10007 o s 5 a% | 3 | 3 3 | SantaClara m
® ), kmax-mm 10.0.08 vae 3| o 0 | Room 200

© [§f michelob 10.0.0.12 v2¢ | Telet S g| T%| 62| 42 2 | Saniz Clara
® [5] Burgundy 10.0.0.18 VA | Teherss n| 2
® [&] Chardannay 10.0.020 VA | Tehesssi 20 23
® [&] Pinat 10.0.021 V2c | Tehetss 28 | 21
® [&] Meriot 10.0.022 V2c | Teherss 28 | 21
® 5] Riesling 10.0.0.20 V2 | Tehet SS 20 | 28
® [&] Muscat 10,0023 V2 | Tehet 58 28| 2
@[] Franc 100.0.27 e | T §1% | 51 | 43

Sunnyvale. GA

new yorkc

Sants Clara, CA

331d 06h 44m

The first column in the table includes a green dot, red dot, yellow dot or a question mark (?) status
indicator, corresponding to the status indicator in the health legend. If a device has all interfaces healthy,
the status dot beside its name will be green. If a device health is suppressed by the user, the status dot
will be yellow. Suppressing an interface can be done by clicking on the status (colored dot) and selecting
to suppress that particular interface. If a device has an interface that is degraded (utilization or error rate
is higher than the configured threshold), the status dot will be red. A red question mark (?) will be shown
on devices with communication failure.

The device type icon is displayed to the right of the status indicator. This will automatically be determined
based on the features and capabilities of the device.

Note: The Device type can be overridden to have it display a different type of device by using the
Config Editor and changing the DeviceType.cfqg file.

The Device Name (programmed into the switch as the system name, hostname, or sysName) is displayed
in the second column. To change this, you should login to the device and change the device’s internal
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name (hostname) or "sysName". Refer to the device manufacturer’s documentation to determine how to
change this information.

If you click on the device name, it will link to a summary of the device, listing all of the interfaces that exist
on the device, along with detailed information about the device. Refer to the "Interface Summary" section
on page 35.

The managed IP address of the device is listed in the third column.

The Manage Device column includes links to Telnet, SSH, Web, and HTTP into the device, as well as the
syslog information received from the device.

The # of Int column displays the total number of interfaces on the device.

The Oper down column displays the total number of operationally shut down interfaces on the device.
These interfaces are not in-use and will have an inactive link light.

The Admin down column displays the total number of administratively shut down interfaces on the device.
These interfaces have been manually disabled by the network administrator and will not function if a node
is connected to the interface.

The Location column of information displays the location of the device. This information is configured on
the switch as the location or "sysLocation" of the device. Refer to the device manufacturer’s
documentation to determine how to change this information.

The Contact column of information displays the contact for the device. This information is configured on
the device as the contact or "sysContact" of the switch. Refer to the device manufacturer’s
documentation to determine how to change this information.

Note: If TotalView reads an email address in the sysContact field, it will create a web link to the email
address.

Device is listed in the last column. This will show how long the device has been online since it was last
rebooted.

Traffic Sub-tab
The “Traffic” sub-tab displays information about the device’s packets and broadcasts seen:

Devices Total Network Visibility®
@ Healthy  Suppressed @ lssue 7 Commfail h QST PoE STP Inventory Description Backup Support Financials  Vulnerabilities
Aug Daily Packats Auvg Daily Broadeasts Avg Daily Broadeast Rate Last Poll Eroadcast Rate
—

Device Name IP Address Tx Rx Tx Rx Tx Rx Tx Rx

Headquarters (24 devices) ~

* (%) hgmues

® (2 hapadso

® Jf syrah

® @ SantaClara
® [] RuckusAP
® @ tempranillo
® . kmaxmm
® B Michelob
 [&] Burgundy
[ Chardonnay
®[&] Pinot

® [ Merlot

[ Riesling
®[&] Muscat

® [&] Franc

® 5] Palominc
® 5 PS-PTR1

10.58.0.4
10.85.0.5
10001
10002
10005
10007
10008
10001z
100012
100020
100021
100022
100028
100022
100027
100028
10.0.0.30

629,027k

2333k
70,970k
1,081k
3388k
316k
10,8206
50,524k
316k
1,155k
51k
o7k
33k
1258k
1522k
1071k
80

3723k

T84k

T8k

S11k

310k

0.000%
0.000%

1.803%

13.034%

8.836%

0.000%
0.000%
0510%
0.862%
0.000%
11.253%
1.160%

2176%

50.804%

This permits you to determine the average daily broadcast rate and compare it to the last poll broadcast

rate to help identify devices that are transmitting or receiving a high level of broadcasts.
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Note: If a device is transmitting a high percentage of broadcasts, it is more likely that one of its
interfaces is receiving a high percentage of broadcasts from one of its ports, and then transmitting
those broadcasts to all interfaces on the device. Click on the device and look for interfaces that
are receiving a high broadcast rate to determine the device that is broadcasting.

PoE Sub-tab

The “PoE” sub-tab shows information on the status and power consumption of the devices, the
percentage of utilization that is running, and the level of alarms that have been set to alert you if power is
running low.

Devices Total Network Visibility®
evice Pover sty 1)
Device Name IP Address Group Status Rating (Watts) Consumption % Power Utilization Alarm Threshold
Headquarters (24 devices) «
® ) hamxes 108504
® (=) hqpa50 10.86.05 - -
o syrah 1000.1 1 on T80 W 0w 15 -
® @ santaClara 10002
 [¥] RuckusAP 10006
® @ tempranill 10007
® , kmaxmm 10008
* B michelob 10.00.12
[ Burgundy 10.00.18 1 on 408 W oW 0% 0%
® [i] Chardonnay 10.0.0.20
® [&] Finat 100021
@[] Meriot 10.0.022
@[] Riesling 10.0.0.20
® [ Muscat 10,0023

This allows you to quickly determine if there are any high-power drawing devices that are connected to
the switch or if there are any power faults.

PoE allows you to watch the status and monitor the power usage for your PoE switches to make sure that
you are not getting close to limitations of the switch. It also monitors the power draw for each port on the
switch so you can determine where high-power drawing devices are connected to and quickly determine
any power faults.

Note: PoE Historical Utilization can be optionally tracked over time by enabling data retention of PoE
stats. This permits organizations to track their power usage and generate reports showing when
and where additional power is being drawn from PoE switches. See Appendix A, “Saving PoE
Usage to a Database”, on how to enable reporting and how to extract data from the database.

STP Sub-tab
The “STP” sub-tab shows the device’s Spanning Tree information:

Devices Tatal Netwark Visibility®
Device Name IP Address Pratocol Version Priority Last change Changes RootBridgge  RootCost RootPort  Hold Time
Headquarters (24 devices) =
® () hamxés 10.86.0.4
® (= hqpadsa 10.285.05 - - -
® B Syrah 10.00.1 cced021d - 28673 55 days 32.40:50.00 1762 Syrah 0 - 100
.m"’:m SantaClara 10002
® ] RuckusAP 10,006
® @ tempranillo 10007
® G, kmacmm 10.0.08 = = = =
® B Michelob 10.00.12 Unknown 42 days 13:11:31.00 401 Syran 3 nt #4035 100
® [&] Burgundy 10.00.18 seeal21d Syran 200038 nt#1 800
® [&] Chardonnay 10.00.20 ceea021d 30452 Syran 40000 nt#25 00
® [&] Pinot 10.00.21 cee021d 1 Syran 40000 nt#1 00
o [&] Merlot 100022 Syrah 40002 nt #1 00
® [=] Riesling 10.0.0.20
® [=] Muscat 3 207 Syrah 20002 nt#21 600
® 5] Franc 7 1756 Syrah 8 Int#13 100
o mino g Syrah 12 nt#1 100

Determine when your last STP root bridge election occurred and which device is acting as the root
bridge. Also know which interfaces are active as well as listening so you don’t cause a reconfiguration by
disconnecting the wrong interface.
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Inventory Sub-tab

The “Inventory” sub-tab shows details about a device’s internal information. For any make/model of
device discovered on your network, the Manufacture Date, Model, Serial Number, Hardware, Firmware
and Software OS revisions are reported.

Devices Total Network Visibility®
Inventory [ Code Revision
-
Device Name ddress | Filter Model Filter Serial Num Harchware Firmware Software
Headquarters (24 devices) ~
* () hqmuxes 10.85.0.4 Cisco Meraki MXE5 Q20N-Z73D-DYG4 wired-17-10
* (2 hapad5d 10.88.05 Fala Afio Metworks. = 023201001068 10 1023h2
o[ syran 10.0.01 Cisco Systems, Inc WS-C3850-24P5-E FDO1E vot 01 Denali 16.3.50
* @ santaClara 10.002 Cisco c 311 FTX104083WH Vo3 12.4(12]T5 15T
® [¥) RuckusAP 10,008 Ruckus W
* ) tempranillo 10.007 Cisco System ASR1001 55110510470 o4
® /§, kmax-mm 10.0.0.8 PC Engines GmbH
® B8 Michelob 10.0.0.12 < MOK-COITITH SAL10030WNR 10
® [&] Burgundy 100018 J808TA RM.122
*[%] Chardonnay 10.0.020 Hewiett-Packard 90854 RA1.122
*[&] Pinot 10.00.21 HP JeTzEa Rev 0 WB.16.10.0022
*[%] Merlot 10.0022 HP Jerzaa Rev 0 WB.16.10.0022
& Riesling 10.0020 Brocade Communications Systems LLC
# &l Muscat 100023 HP JarzEA Rev 0 WB.18.10.0022

The filter field is very useful in getting filtered lists of the inventory. For example, you can go in and filter
on all the Cisco devices, or all Meraki devices

An Inventory Excel spreadsheet can be downloaded by clicking on the “Inventory” link and clicking on the
Excel icon. Additional detailed inventory information is available in that spreadsheet that is not available
via the web Ul: The Inventory spreadsheet includes serial numbers and details of every element inside
the chassis like blades, fan trays, and management systems.

Description Sub-tab
The “Description” sub-tab shows the internal system description for the device.

Devices Total Network Visibility®

@ Healthy © Suppressed @ lIssue 7 Commfail  © General Traffic PoE STP Inventory [ EELUGLUE Backup Support Financials Vuinerabilities
Deves

Device Name IP Address Internal Device Description

Headquarters (24 devices) «

* ) hqmxss 10.56.0.4 Meraki MXB5 Cloud Managed Router

® (%) hgpadso 108605 Palo Alto Networks PA-400 series firawall

o[ syrah 10001 Version 16.3 5b, RELEASE SOFTWARE (fe1) Technical Support: http:fiwww.cisco. comtechsupport Copyright (c) 1085-

* @ santaClara 0002 yright 5 19868-2010 by Cizeo Systems, Ina

® [¥] RuckusAP 10008

@ tempranille 10007 S Software, ASR1000 Software (X8t NIVERSALKE-M), Versian 15.5(3)51a, RELEASE SOFTWARE {fo1) Technical Support: hitp://www.cisco.comviechsupport Copyright (c) 1886-2015 by

tems, Inc. Com ded D4N

® §, kmax-mm 100038 kmase-mm.pathsalutions Jocal 1742047014 F 10.2-RELEASEp18

* [l Michelob 10,0012 Ciseo NX-CS{tm) @000, Sofware (n9000-0k8), ersion 7.0(3)1(16), RELEASE SOFTWARE Copyright (c) 2002-2012 by Cisco Systems, Inc. Compiled 4/15/2015 20:00:00

# [&] Burgundy 100019 ProCurve JO0BTA Switch 2610-24-PWR. revision R_11.122, ROM R.10.06 (/swicode/buildinemo)

* [ Chardonnay 10.0.0.20 ProCurve JB0B5A Switch 2510-24, revision R.11.122, ROM R.10.08 {'s

® & Pinot 100021 24 Switch, revision WE.16.10.0022, ROM WB.16.0: anta_arenal)) (Formerly ProCurve)

® [&] Merlot 10,0022 243 Switch, revision WE.16.10.0022, ROM W8 16.0: janta_arenal}) (Formerly ProCurve)

# [ Riesling 1000208 ms, Ine. ICXB460-24-HFOE. IronWare mpited on Feb 24 2015 at 06:49:34 Iabeled a5 ICXB4R074000

# [ Muscat 10,0023 1 2nta_srenal_qaofiicodebuildianm(swhiiim_rel_sjants_srenal_t janta_srenal)) (Formerty ProCurve)

®[&] Franc 100027 Cisco Internatwork O 1), Version 12.0(5.3)WC(1), MAINTENANCE INTERIM SOFTWARE Capyright (c} 1986-2001 by cisca Systems, Inc.
Compited Mon 30-Apr-01

# [ Palomine 10,0028 Cisco |05 Software. C3550 Software (C3550-PSERVICESKE-M). Versicn 12.2(441SE8. RELEASE SOFTWARE ffe1) Coovriaht (c) 1886-200 bv Cisco Svstems. Inc. Comoiled Man 09-Mar-08 20:28 by oereddy
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Backup Sub-tab

This sub-tab provides a summary of the last backup of devices. The backup column shows the date of
last backup and whether it succeeded or failed.

Devices Total Network Visibility®
e P
Device Name IP Address Backup Information Details Log Backup
Headquarters (24 devices) «
® () hamxss 10.85.0.4
* [ hapads 10.88.0.5 2022-01-28 00.00.04 Backup successiul Detsils | Log
® BE syrah 10.0.01 2023-01-28 00.00.02 Backy f Details | Log
* @ santaClara 10.0.02 2023-01-28 00.10.22 Backup successiul Detsils | Log
® [£] RuckusAP 10.0.06
# 3 tempranilla 10.0.07 2022-11-21 00.30.54 Backup sucoessfu
* G, kmax-mm 10002
# BB Michelob 10.0.0.12 2022-01-28 00.00.02 Backup successiul Detsils  Log
» ] Burgundy 10.0.0.19 2022.01-28 00.21.02 Backup faied Details | Log
# [&] Chardonnay 10.0.0.20 2022-01-28 00.10.50 Backup faied Detsils  Log
® & Pinat 10.0.0.21 2022-11-21 00.10.35 Backup failed
» [&] Merlot 10.0.0.22 2022-11-21 00.20.45 Backup faied
® [&] Riesling 10.0020
® ] Muscat 10,0023 2022-11-21 00.20.41 Backup failed
# [&] Franc 10.0.0.27
® [i2] Palomino 10.0.0.28
® .5 PSPTRT 10.0.0.30

In order to setup and configure device backup schedules, see the Administration Guide. Backup
configurations are also possible. You have the ability to do a diff against previous versions to see what
has changed.

A dialog will allow you to add a note, then the backup will begin:

@ Backup Device Now - Google Chrome - O X

@ about:blank

Device backup on Chardonnay
started...
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If you select a “Details” link, you can see the details of any backup. This will show the different
configurations that were backed up, and using the tool bar at the top, you can also see the differences
between backups to see what changed.

Gremiins o ) Favorites

® Healthy  Suppressed @ lIssue 7 Commfail  Colspee A General Traffic PoE STR Inventory Description =SSN Support Financials Vulnerabilities
Devics ol

Device Name 1P Address Backup Information Details Log Backup
Headquarters (27 devices) «
© ) hqmxes 1086.04 B
© () hapatsd 10.88.0.5 2023-02-09 00.00.03 Backup successful Details | Log
*ff syah | %S PathSolutions TotalView - Google Chrome - o G Log
*@ santaCla) Log
o[ Ruckusdl A Not secure | hitps;//10.1.0.15/devicebackupdetails.html?d=2 Q
© & temprani| &
® & fmas Configurations  veoe ssi ves 7R @ File View O File Compare
& kmax-me]
—= Syrah(10.0.0.1)2023-02-09@00.00.01.txt -
B Micheloy - Building configuration. .. Log
o i Burgung| | SHEN(10.00.1)202202.08@00.0001, ~ Too
5] Chardon{ | Syran(10.0.0.1)2022-02-08@00.00.01 Current configuration : 20590 bytes 7=
|
Pi i 2-02-07 2. :
S Ploot Y | Syah10.00.1202502. 070000 ! Last configuration change at 14:16:17 POT Won Nov 7
®[] Grenachd | 5yrah(10.0.0.1)2023-02-08@00.00.01 | NVRAM config last updated at 13:51:22 PDT Mon Nov 7
'
O[] Ribolia | | o 110.0.0.1)2023-02-05@00.00.00.

version 16.3
-04@00.01.02 no service pad
Al service timestamps debug datetime msec

Syrah 12023-02-02@ 3
Riesling Syraix10.0,0:1)2023.02.03@00.00.00, service timestamps log datetime msec
Muscat | | Syrah(10.0.0.1)2023-02-02@10.54.16. 2 service password-encryption

service compress-config
4 no platform punt-keepalive disable-kernel-core
@ %] Paloming  Syrah(10.0.0.1)2022-02-01@00.00.02. !
® 5 PSPTRY hostnase Syrah

® [&] Dubonnd i
Syrah(10.0.0.1)2022-01-30@00.00.01 !

® [§€] barleywir vrf definition Mgmt-vrf
Syran(10.0.0.1)2023-01-20@ 1 )

*@ Aisace yrah(10.0.0.1)2023-01-20@00.00.0

3 2022 . " address-family ip
A $y7ah(10.0.0.112023-01-28@00.00.02
& havest exit-address-farily

Shiraz

Syrah(10.0.0.1)2022-
Merlot

®[%] Franc Syrah(10.0.0.1)2023-02-02@00.00.02.

Syrah(10.0.0.1)2023-01-31@00.00.01

® 4, iDRAC-1{ | Syran(10.0.0.1)2023-01-2700.00.00.

® [2] PS-P1-0f | Syrah(10.0.0.1)2023-01-26@00.00.01 ¢ address-family ipve
exit-address-fasily

® &) CrapPY | | 5ran(10.0.0.1)2023-01-25@00.00.01 21
Boston (2 2e secry

¢ Syrah(10.0.0.1)2023-01-24@00.00.00. 27 |enzble secret S,
Chicago (2 28 |1

You can also compare the differences between backups to see what changed by clicking on the “File
Compare” button at top right of this screen:

"8 PathSolutions TotalView - Goagle Chrame = O X
A Not secure | hBps//10.1.0.15/devicebackupdetails.htmi?d =28 Q
hgpa450 (10.86.0.5) Configurations SSH Web HTTPE () File View @ File Compars
|gem,.__ | hqpad50{10.86.0.5)2022-02-27@18 51.55.ixt hqpad50{10.86.0.5)2023-03-01@14.54.20.txt o~
qpa450{10.86.0.5/202-03-09@00.0C = || set deviceconfig system ip-address 10.9.0.251 1 set deviceconfig system ip-address 18.9.8.251
2 set deviceconfig system netmask 255.255.255.8 system netmask 255.255.255.8

hapa450{10.85.0.5)2023-03-05@00.00 3 set deviceconfig system server updates.palozltonetworks.com system update-server updates.paloaltonetworks.com
hap=450{10.86.0.5/2003-03-07@00.0¢ 4 set deviceconfig system chedule threats recurring weekly d system update-schedule threats recurring weekly d
ay-of -week wednesday ay-of-week wednesday
hgpa450{10.85.0.5)2023-03-06@00.0C 5 set deviceconfig system update-schedule threats recurring weekly a S set deviceconfig system update-schedule threats recurring weekly a
t e1ez
hap2450{10.85.0.5/2023-03-05@00.00 et deviceconfig system update-schedule threats recurring weekly a | & set deviceconfig system updste-schedule threats recurring weekly a
hapa450{10.85.0.5)2023-03-04@00.00 ction download-and-install ction download-and-install
hQpa450{10.86.0.5/2023-03-03@00.0¢ 7 set deviceconfig system update-schedule wildfire recurring every-h 7 set de\::’.cecanig system update-schedule wildfire recurring every-h
our at @ our at @
hgpa450{10.85.0.5)2023-03-02@00.0C & set deviceconfig system update-schedule wildfire recurring every-h 2 set deviceconfig system update-schedule wildfire recurring every-h
) | our action download-and-install our action download-and-install
hapa450(10.86.0.5)2023-03-01@15.1i set deviceconfig system update-schedule global-protect-clientless- | @ set deviceconfig system update-schedule global-protect-clientless-
hgpa450{10.85.0.5)2023-03-01@15.17 vpn recurring weskly st @1:15 wpn recurring weekly at @1:15
10 | set deviceconfig system update-schedule global-protect-clientless- | 10 set deviceconfig system update-schedule global-protect-clie
hapa450(10.85.0.5)2023-05-01@15.10 wpn recurring weekly day-of-week sunday vpn recurring weekly day-of-week sunday
haqpa450{10.85.0.5)2023-03-01(@14.5¢ 11 set deviceconfig system update-schedule global-protect-clientless- | 11 set deviceconfig system update-schedule global-protect-clientless-
wpn recurring weekly action download-and-install vpn recurring weekly action download-and-install
hqpa450(10.85.0.5)2023-03-01@14.5 12 set deviceconfig system update-schedule anti-virus recurring daily | 12 set deviceconfig system update-schedule anti-wirus recurring daily
hapa450{10.36.0.5)2023-03-01@14.5: =3 (L8 Ziz R H=2
12 set deviceconfig system update-schedule anti-virus recurring daily | 12 set deviceconfig system update-schedule anti-virus recurring daily
hap450{10.86.0.5)2023-03-01@14.4 action download-and-install action download-and-install
hapa450{10.85.0.5)2023-03-01@00.0C 4 set deviceconfig system update-schedule global-protect-datafile re 4 set deviceconfig system update-schedule global-protect-datafile re
curring weekly at 82:38 curring weekly at 82:3@
hqpa450{10.86.0.5)2022-02-28@00.0¢ 15 set deviceconfig system update-schedule global-protect-datafile re | 15 set deviceconfig system update-schedule global-protect-datafile re
hapa450{10.86.0.5/2023-02-27@12.11 curring weekly day-of-week sunday curring weekly day-of-week sunday
18 set deviceconfig system update-schedule global-protect-datafile re| 16 set deviceconfig system update-schedule global-protect-datafile re
hqpa450{10.85.0.5)2023-02-2T@18.11 curring weekly action download-and-install curring weekly action download-and-install

deviceconfig system timezone US/Pacific 17 set deviceconfig timezone US/Pacific
devicecol able-telnet yes 12 set service disable-telnet yes
able-http yes 18 set
deviceconfig system service disable-snmp no 20 |set
deviceco system hostname hgpadse 21 =et
deviceconfig system default-gateway 18.8.8.1 22 |set
deviceconfig system dns-setting servers primary 18.8.9.10 22 |set

hqpa450{10.86.0.5/2023-02-2T@12.10

system service

hapz450(10.86.0.5)2023-02-2T@18.5° devicecol system service service disable-http yes
service disable-snmp no
hostname hgpadsd

default-gateway 18.9.8.1

g servers primary 18.2.8.18

hqpa450{10.86.0.5/2023-02-27@18.51
hqpa450{10.86.0.5/2023-02-2T@18.5¢
hqpa450{10.86.0.5/2023-02-2T@00. 10

deviceconfig system dns-setting servers secondary £.8.8.38 24 set g servers secondary 8.5.8.8
hapa450{10.86.0.5/2023-02-26@00.0° devicecol system domain pathsolutions.local set tem domain pathsolutions.local
B devicecanfig system login-banner \"UNAUTHORIZED ACCESS TO THIS | 26 set deviceconfig system login-banner \"UNAUTHORIZED ACCESS TO THIS
4 4 DEVICE IS PROHIBITED DEVICE IS PROHIBITED
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You can also select a “Log” link to see the logfile of backup:

Devices Total Network Visibility®
o Healthy  Suppressed @ Issue 7 Comm fai \ General Trafic PoE ST Inventory  Description [0S
Device Backup
Efddnss S PathSolutions TotalView - Google Chrome = (m] X Detats: | Log Sadew

Headquarters (27 devices) ~
® ) hamx6s 1085.0.4 A Not secure | hitps;//10.1.0.15/backuplog.htmi?d=2
® (2 hapads0 10.85.0.5 < Details | Log
B syrah 10.0.0.1 Backup Log [ Refresh | Details  Log
® @ santaClara 10002 [D Details  Log
® [2] RuckusAP 10.0.06 Time Source Result
© @ tempranillo 2024 | 21972023, 1200:01AM | Regular
© 4, kmax-mm 2/8/2023, 1200.01AM | Regular
© [ Michelob 2024 | 2772023, 12:00:02AM | Regular Details | Log
o 5] Burgundy 202{ | 292023, 120001AM | Regular Detais | Log
[i] Chardonnay 202 | 25202, Fe?“sj Details Log
] Pinot 202 ::j‘:_
] Grérinche Manua! ckup before static route change to Fred server. started b
%] Ribolla Regular
@[] shiraz Regular
® [&=] Merlot 202 Regular
o [&] Riesling Regular
® [&] Muscat 202 Regular
@[] Franc Regular
o [&] Palomino Faguia
® 5 PS-PTR1 Fegulas
® [3] Dubonnet :EQ‘:::
o 5] barleywine Fi::‘s'
* P Alsace Regular
® &\ hqups1 Regular

\ IDRAC-149XCV2 10.00.137 Regular
© 2] PS-P1-OpenGear 10.0.0.250 Regular
© &) scrappy 10.1.0.13 Regular
Boston (2 devices) ~ Regular
Chicago (2 devices) ~ Regular

You can also select the “Backup” button, to initiate a manual backup from this tab on the web interface.
The backup is immediate.
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Vulnerabilities Sub-tab

This tab is for assessing and monitoring Operating Security and network device vulnerabilities on a daily
basis.

Devices Total Netwark Visibility®
. Security Vulnerabilities (/]
Device Name IP Address M Critical High Medium Hiow Details.
Headquarters (24 devices) «
* (2 hgmux6s 10.25.0.4
* ) hapadso 10:88.0.5 1 Details.
» [ Syrah 10.0.0.1 1 12 31 2 Details
* ¢ SantaClara 10.0.0.2 3 30 50 2 Details.
® (%] RuckusAP 10.0.08
* @ tempranillo 0007 1 7 a4 2 Details.
® G, kmax-mm 10008
# [ Michelob 10.0.0.12 1 40 71 Details.
#[&] Burgundy 10,0019 1 Details.
®[&%] Chardonnay 10:0.0.20 1 Details
#[&] Pinot 10.0.0.21
*[&] Merlot 10.0.0.22
® =] Rissling 10.0.0.29
® i) Musocat 10.0.0.23
®[&] Franc 100027 1 34 83 3 Details
# [&] Palomine 10.0.0.28 2 kS 3 Details.

* o5 PS-FTRI 10.0.0.3

Note: This sub-tab only displays if your product is licensed for the Security Operations Manager.

For device vulnerability tracking purposes: The system fetches nightly updates from the National Institute
of Standards (NIST) on known risks. Specifically, it fetches the CVE descriptions and risk scores on any
bugs, defects and vulnerabilities for all network components, routers and switches, as published and
released by all the major manufacturers, and collected in the National Vulnerability Database (NVD) at

www.NIST.gov.

Note: If there are no entries for a device, it may be that this device manufacturer does not publish to
NIST. Check with your device manufacturer to see if they publish vulnerabilities to NIST.

On this tab, all network devices are listed, and the security columns provide the count of known risks,
sorted by critical, high, medium and low risks, associated with each device.

For any device named in the list with indicated vulnerabilities, click on the “Details” link to open the
Security Vulnerabilities report for that device. A list of security vulnerabilities will pop-up as an overlay,
listing the specific security risks, their severity threat levels (Critical, High, Medium, or Low) , the CVE in
the NVD database that assess and discuss that risk, a threat score, a summary description, and the CVE
publication date:

1. Security Vulnerabilities

Severity 1D Score Descripfion Published Date

CVE-2014-7993 | 770 Cisco-Meraki MS, MR. and Mx devices with firmware before 2014-09-24 allow remote suthenticated users to instsll arbirary firmware by leveraging | 12232014, 4:58:00 FM
unspacifisd HTTF handler scosss on the local natwerk. aks Cisco-Wersii defect 10 O

HIGH  |CVE20147995 720 Cisco-Meraki MS, MR. and MX devices with fimnware before 2014-00-24 allow physicaly proximate attackers 1o obtain shell acoess by opening a 12/23/2014, 4:50.00 FM
device's case 3nd connecting 3 cable to 3 serial port, 2ks raki gefect ID 0020207

MEDIUM | CVE-2014-7994 | 540 | Cisco-Meraki MS, MR. and MX devices with firmware before 2014-09-24 sllow remote sxecute arbitrary commands by leveraging 12232014, 458:00 P
knowledge of 8 cross-device secret nding 3 request & 2d HTTP handler on the local network, ska Cisco-
Meraki defect ID 00301021
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If you need even more information, click on the “CVE” named in this table, in order to proceed to that CVE
in the NIST NVD. The CVE links are direct links to the NIST website and database (www.NIST.gov).
Here is an example of a linked CVE in the NVD:

NIST ‘
Information Technology Laboratory
NATIONAL VULNERABILITY DATABASE N

VULNERABILITIES

IKCVE-2013-6696 Detail

Description REICKINEG
Cisco Adaptive Security Appliance (ASA) Software does not properly handle CVE Dictionary Entry:
errors during the processing of DNS responses, which allows remote CVE-2013-6696
attackers to cause a denial of service (device reload) via a malformed NVD Published Date:
response, aka Bug ID CSCuj28861. 12/02/2013

NVD Last Modified:
Source: MITRE 02042014

Description Last Modified: 12/02/2013
T e —
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Support Sub-tab
The “Support” sub-tab provides contract information for any of your network devices in one place on this

tab. Contract details you can add are: the Contract ID, Contract Date, and Contract Phone number, for
your devices.

Devices Total Network Visibility®

® Healthy Suppressed @ Issue  ? Comm fail Collapse Al General Traffic PoE STP Inventory Description Backup JEIELLE Financials Vulnerabilities

Suppeort Contract
Device

Device Mame IP Address Expiration Date Contract ID Contract Phone
HQ-Firewall (0 devices) ~

L] O hqpa500 10007 06-17-2019 B-48370G 1-888-555-2883
L] CI hqfwi 10.86.0.2 03-04-2020 22932832 1-888-555-2883
® (2 CiscoASA 10008

HQ (0 devices) «

. El Chardonnay 10.0.0.20 11-23-2020 F-483823-01 1-800-555-3412
[ ] @ Syrah 10.0.0.1 08-14-2020 GH-47382933 1-888-555-8500
[ ] ::| Pinot 10.0.0.21 09-08-2020 9208382 1-408-555-6651
L] EI Merlot 10.00.22 04-12-2019 982738212 1-850-555-9810
L] %] Muscat 10.0.0.23 05-16-2019 8272832-45 1-415-565-4923
L] E Burgundy 100019 05-18-2019 93848323 1-888-555-7680
. 3] Ribolla 10.0.0.26 09-12-2018 548293 1-916-555-6553
. ?‘-'l Grenache 10.0.0.27 04-11-2020 H82982821 1-719-555-6000
L] E‘ Riesling 10.0.0.29 07-11-2019 2828372 1-800-555-4831
& @ Railaue nnnaz

Consult the Administration Manual on how to use the Config tool to add support information for any
device.

The system will send an email if any of the support contracts are within 30 days of expiration to help make
sure support contracts don’t lapse.

@ Change Device x
Group: | Headguarters ~ ‘
1P address: | 10.0.0.25 ‘
Device Type: O A Linux server

O Mon-Linux server
(®) Dynamic detection

SNMP version: O snvpyvl @ suvpvze (O SNMPY3

Community string: |pubhc

AuthProt: AuthPass:

NoAuth

PrivProt: PrivPass:

NoPriv

Contract date: O 2712023

Contract ID: | ‘

Contract phone: | ‘
|

Description {optional):

« ==

Financials Sub-Tab

The “Financials” sub-tab provides financial insights into the operational costs of your network in one
location. You can add additional information to manage inventory and track and amortize operational
costs and compliance requirements. Ensure that you aren’t running equipment older than expected.

Enter and track when a device was Deployed, Procurement Cost, Amortizations Months, Annual Support
Cost, and Monthly Operating Cost.
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Devices Total Network Visibility®

#® Healthy Suppressed ®lssue ? Comm fail Coll

General Traffic PoE STP Inventory Description Backup Support EELEREEIEE Vulnerabilities

Compliance Costs
Device Monthly Operating
Device Name IP Address MFG Date Deploy Date Procurement Cost Amort Months Annual Support Cost Cost
HQ-Firewall (0 devices)
.o hqpa500 10.0.0.7 = 1/5/2017 84,821 60 $389 1277
.Cl hafw1 10.86.0.2 - 5M18/2016 $3,982 48 $459 §121.21
L n CiscoASA 10.0.0.8 8/30/2010 - 48
HQ (0 devices) =
. Chardonnay 10.0.0.20 3/3/2008 419/2015 $2,237 48 $682 $103.44
10.0.0.1 117312014 6/25/2015 $3,781 60 $482 $103.18
10.0.0.21 7112011 6/23/2015 $3.701 48 $730 §137.94
® =] Merlot 10.0.0.22 5i14/2007 2/21/2014 $2.571 60 §302 $68.02
0. Muscat 10.0.0.23 11/8/2010 5M7/2014 $2,001 60 $271 $57.43
10.0.0.19 611372011 10/1/2016 31,582 48 $482 $73.13
10.0.0.26 11/21/2005 5/17/2016 $2.821 48 §356 $88.44
10.0.0.27 - 9712015 §728 48 $321 $41.92
Riesling 10.0.0.29 - 1M12/2017 $1,281 48 $372 $57.69
Baileys 10.0.0.32 1072172013 - 48
@[] BarleyWine 10.0.0.33 - 10/9/2016 $1.901 48 $373 $70.69
@ [%;] Shiraz 10.0.0.35 - 92712017 §762 48 $330 $43.79
. |-2| Cabernet 10.0.0.36 - 3102018 $612 48 $329 $40.17
. ['=,| Lager 10.0.0.38 - 7162017 $2.781 48 $432 $93.94
10.0.0.42 - 10/111/2015 $3.982 60 §367 $96.95
10.0.0.43 - 1212312012 $718 48 $512 $57.63
10.0.0.45 - 72015 $1.928 48 8127 $50.75
P P nnnas RIAIONG RIAIINT 1 /72 an @997 a8 AN

This information can be changed via the Config Tool on the “Financials” sub-tab.

&P 2dd Financials Record *

IF address: Headguarters/Syrah (10.0.0.1) E

Install date: | 2/7/2023 e

Amortization: |48

Procurement cost: |2390 |

Annual support cost: |34D

Cancel
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Interfaces Summary

You can get Device and Interfaces information on any of the devices listed on the Network Devices Tab
and clicking on any device name, and it will bring up an Interfaces Summary for that device. (Note: These
Interface Summaries are also reachable by selecting Device Names in other tabs). The Device’s
Interfaces table will list the specific switch information that you selected and a table showing all of the
interfaces on the switch.

Interfaces Summary Fields: General Tab

First click on a Device Name to get the Interfaces table to appear for the device. The first and default tab
is the “General” tab. The “General”’ tab shows the following interface summary table:

Devices Total Network Visibility=

SO Trafic PoE  STP Inventory Description Backup Support Financials Vulnerabilities.

Device SNMP Oper  Admin
Device Name IP Address  Version Manage CPU Int Down Down Location Contact Uptime

& [&] Pinat 10.0.0.21 v2e | Teloet S8 26 21 0 tops@pathsciutions.com 116d 00h 08m

[(BECN Trafic PoE STP Detsls CDPILLDP Connected
Pea k Daily
Utilization Port Status
P wgrore @rror Interface VLAN
ontrol

Interface Favorts  wWan  Address Description nt Rate  Tx Rx Speed Duplex 1D Admin Oper
F: g 0.000% | 0.016% | 1.208% 1,000,000,000 Ful 1

& Interfaces

® INTE Favarite | WaN 1:1
INT£2 2z
INTEZ 3
INTES
INT#5
INTE6
INTET
INTEE
INTE8
INT£10

% | 0.000% | 0.000%
% | 0.000% | 0.000%
% | 0.000% | 0.000%
000% | 0.000%
% | 0.000% | 0.000%
000% | 0.000% | 0.000%
000% | 0.000%

44
5.5
86

% 0.000% | 0.000%
gnore | 0.000% | 0.000% | 0.000%

oo
10: 10

The first column includes a green, yellow or red status indicator. If a device has an interface that is
healthy the status dot next to its interface number will be green. If an interface is degraded (utilization or
error rate is higher than the configured threshold), the status dot for the interface will be red, and the Error
Rate or Utilization Rate will be marked in red. If the user has manually marked the interface as
suppressed, the interface status dot will be yellow.

Suppressing an interface can be done by clicking on a status dot and selecting to suppress that particular
interface.

Note: If the status indicator shows up blank, then the interface is operationally shut down, and is not
relevant.

The Interface Number column is the interface number on the device. Each device manufacturer will
create a unique number for each interface. You can use this interface number to correlate physical
interfaces on the switch. Clicking on the interface number will display the "Interface Details" page. Refer
to the "Interface Details" section for more information.

The third column is the IP address associated with the interface (if any). Routers and servers will
generally have an IP address assigned to each interface, whereas switches may only have an IP address
associated with the management interface. If multiple IP addresses are associated with an interface, it
will appear on the tooltip if you hover over the IP address field.

The Description column is the interface description. This information is provided by the device as a way
of describing the interface. It may contain information on the type of interface, or the interface identifier
used on the device. If an interface alias is configured on the device, this custom description will show up.

The Peak Daily Error Rate column is the error rate of the interface. The error rate is calculated as a
combination of all inbound and outbound errors on the interface, compared to the number of packets that
have passed through the interface.
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If the error rate is above the error threshold, it will be displayed in red.

Note: There are some devices that do not report error information correctly, and can lead you to believe
that there are faults on interfaces that actually are functioning correctly. If you perceive errors on
an interface that is abnormal, contact the device manufacturer to attempt to determine more
about its SNMP reporting capabilities.

The Peak Daily Tx column is daily peak utilization transmitted data. This statistic reports the maximum
transmitted utilization on the interface (as a percentage of bandwidth) that was seen over the past 24
hour period.

If this statistic is over the utilization threshold, it will be displayed in red.

Note: If PathSolutions TotalView is unable to read the correct interface speed from the device, this
number may not be accurate.

The Peak Daily Rx column is daily peak utilization received data. This statistic reports the maximum
received utilization on an interface (as a percentage of bandwidth) that was seen over the past 24 hour
period.

If this statistic is over the utilization threshold, it will be displayed in red.

Note: If PathSolutions TotalView is unable to read the correct interface speed from the device, this
number may not be accurate.

The Interface Speed column is interface speed, rated in bits per second. If the interface is operationally
shut down, or the device does not report a valid speed, then the speed is listed as "Unknown".

The Duplex column shows the duplex status of the interface. Duplex information cannot easily be
determined from different switch manufacturers, so this field is calculated based on the presence or
absence of collisions. If there are any collisions on the interface, then the interface must be half-duplex.
If there are no collisions on the interface, then the interface may be full-duplex, or it may be a half-duplex
interface that has not yet received any collisions.

The Status column shows the operational and administrative status of the interface. If the network

administrator has configured an interface to be shut down it will be listed as "down" in this column.

The Control column will only display if your product is licensed for Security Operations Manager. This

column will show one of three entries:

e Shutdown: This link allows you to shut down the interface, effectively quarantining the connected
device.

e Enable: This link allows you to bring an interface back online.

e Infrastructure: This interface cannot be shut down due to it being part of the network infrastructure.

Note: The ability to shut a port down or enable it requires read-write SNMP authentication with the
device.
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Current Utilization Widget

From the Network Device Interface tables, you can get a “Current Utilization” widget show live usage of
any interface in the infrastructure in a separate window, so you can monitor it over time.
Scroll to the Interface Utilization graph.

At the top of the Interface Utilization graph, there is a link called “Live” in the right corner.

ol Interface Utilization \ @ curent 20N
Bits Per Second N @ View Packets & Broadcasts
Live Kbps Tx Rx
4 Min
g =
Max
A - 4 h 5th
® Transmitted @ Received 95th %
Select this “Live” link and the widget appears: a graph of tx and rx over time.
You can drag the widget anywhere on your desktop, and monitor that device in live time:
Devices Total Network Visibility®
* * |8 PathSolutions TotalView Interface Current Utilization - Google Chrome = o R Vielnatios :
Device Ni A Not secure | https;//10.1.0.15/devicescurrenthtmi?type=intUtil&d=28&i=3 Q
B 1o ncaress: 10001 Device:Syan ®8PS O Percent O Peak Percent fo o
Interface: Int#2 Description: Gi1/0/1: GigabitEthernet1/0/1 (Firewall PA -450) Speed: 1,000.000,000 nterface is down Device is not responding
@ g i
ONTR | Ry ) fornect | Scan |
domg : o |
Bits Per Is & Broadcasts
) " O DR VN WOV W Y xR
+ Frrare b
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Interfaces Summary Fields: Traffic

First click on a Device Name to get the Interfaces table to appear for the device. Then select the “Traffic”
tab in the Interfaces table that will appear under the Device Name.

Devices Total Network Visibility®
“« > : RSl Trafic PoE STP Inventory Descripion Backup Support Financials Vulnerabilities
Device SNMP Oper Admin
Device Name IP Address  Version Manage CPU Int Down Down Location Contact Uptime
* [iE] Pinot 10.0.0.21 ¥2g | Teinet SSH Wek % 1 o s com 1164 00h 06m

& Interfaces
Historical Last Poll LastPall
Broadcast Broadcast Utilization
vg Percent Parcent Percent
P Knors | Packet
Interface Favorts wan | Address Description mt  Size T* Rx T Rx T™*  Rx
* INT#1 F WaN 11 gnore | 225bytes | 1.570% | 35.820% | 2.460% | 48.477% 0.001%  0.001%
INTE2 zz2 gnore -| oooos| 0000% | 0.000% | 0.000% | 0.000% | 0.000%
INT23 EE gnore -| 0.000% | 0000%  0000% | 0.000%  0.000% | 0.000%
INT#4 44 gnore -| 0.000% | 0000%| 0.000% | 0.000% | 0.000% | 0.000%
INT25 55 gnore -| 0.000% | 0000% 0000% | 0.000% 0.000% | 0.000%
INT#6 68 gnore -| oooo| 0000% | 0.000% | 0.000% | 0.000% | 0.000%
INTST 77 gnore -| os32% | 1076% 0000% | 0.000% 0.000% | 0.000%
INT28 X gnore -| 0.000% | 0000% | 0.000% | 0.000% | 0.000% | 0.000%
INT29 o gnore -| 0.000% | 0000% 0000% | 0.000% 0.000% | 0.000%
INT#10 10:10 gnore -| 0.000% | 0.000% | 0.000% | 0.000% | 0.000% | 0.000%
* INTE11 111 gnore | 112 bytes | G7.318% | 11.016% | 93.688% | 4.348%  0.003% | 0.000%
INT#12 Favorite | WAN 1212 gnore -1 0.000% | 0000% | 0.000% | 0.000% | 0.000% | 0.000%

The Interface Number, IP Address, and Description columns will remain unchanged from the “General”
tab.

The Average Packet Size column will show the average packet size tracked per interface. Knowing if an
interface is typically used for large or small packets allows you to configure queuing and enable proper
policies (jumbo frames) to further improve the performance of a link.

The Historical Broadcast Percent columns show the historical (all time) broadcast percentages. This field
will inform you of the activity on the link regarding its general broadcast percentage rate to be used as a
comparison against the Last Poll Broadcast Percentage.

The Last Poll Broadcast Percent columns show the broadcast percentage of the last polling period. This
information can be compared with the Historical Broadcast percentage to determine if an interface is
transmitting or receiving a higher broadcast rate during the last poll than its overall historical average.

The Last Poll Utilization Percent columns show the Last Poll utilization percentage. This is useful for
determining which interfaces were the most heavily utilized on the network during the last polling period.
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Interfaces Summary Fields: PoE Tab

First click on a Device Name to get the Interfaces table to appear for the device. Then select the “PoE”
tab in the Interfaces table that will appear under the Device Name.

The “PoE” tab includes the following fields.

Devices Total Network Visibility®
a » Lock Web CTUEIGIM Traffic PoE  STP  Inventory Description Backup Support Financials Vulnerabilities
Device SNMP Oper Admin
Device Name IP Address Version Manage CPU Int Down Down Location Contact Uptime
'@ Syrah 10.0.0.1 v3 Telnet SSH HTTPS Syslog | 6% | 29 24 3 Santa Clara topsi@pathsolutions.com 343d 08h 21m
@ Interfaces
General Traffic WS STP Defails CDP/LLDP Connected
Connected Device
Ignare PoE Max

Interface Favorite WAN IP Address Description Int PoE PSU State Draw PoE Class Priority

INT#1 Favorite  WAN Gi0/0: GigabitEthernet0/0 (Management) Ignore | Yes Searching
® INT#3 Gi1/0f1: GigabitEthernet1/0/1 (Firewall PA -450) Ignore | Yes Searching

INT#4 Favorite Gi1/0r2: GigabitEthernet1/0/2 Ignore | Yes Searching

INT#5 Favorite Gi1/0f3: GigabitEthernet1/0/3 Ignore | Yes Searching
® INT#6 Favorite Gi1/0f4: GigabitEthernet1/0/4 (Firewall - Meraki MX685) Ignore | Yes Searching

INT#T Favorite Gi1/05: GigabitEthernet1/0/5 (VMWare) Ignore | Yes Searching

INT#8 Favorite Gi1/0/6: GigabitEthernet1/ (v [are) Ignore | Yes Searching

INT#9 Favorite Gi1/0/7: GigabitEthernet1/ MWare) Ignore | Yes Searching

INT#10 Favorite Gi1/0f8: GigabitEthernet1/0/8 (VMWare) Ignore | Yes Searching

INT#11 Favorite Gi1/0/9: GigabitEthernett/ (Test link) Ignore | Yes Searching

INT#12 Favorite 110 GigabitEthernet1/0/10 (VMWare - CUCM) Ignore | Yes Searching
@ INT#13 Favorite Gi1/0/11: GigabitEthernet1/0/11 Ignore | Yes Searching

INT#14 Favorite Gi1/0/12: GigabitEthemnet1/0/12 (Voice) Ignore | Yes Searching
@ INT#15 Favorite Gi1/0/13: GigabitEthernet1/0/13 (CUCM VM Port) Ignore | Yes Delivering Power | 2550 W High Power (PoE+) Low
® INT#16 Favorite | WAN Gi1/0/14: GigabitEthemnet1/0/14 (Dubonnet) Ignore | Yes Searching

The Interface Number, IP Address, and Description columns will remain unchanged from the “General”
tab.

The PoE column will show you if power is turned on and available for that interface.

The PoE PSU column shows the specific Power Supply Unit (PSU) that powers the interface. This
number will either be a 1 or a 2. If the number in the PSU column shows a 1 it is PoE device. And if the
PSU column shows a 2 it is a PoE+ device.

The State column will show you if power is being delivered to that interface.

The Max Draw column will show you the maximum wattage that can be drawn by that interface. Hovering
over the Max Draw number will show a minimum to maximum range of power that the interface can draw.

The ninth column, the PoE Class, will be a number from 0 to 4 depending on the Class of PoE.

Class Plain Language Description Power Range (Watts)
0 Unclassified 0.44-12.94

1 Very Low Power 0.44-3.84

2 Low Power 3.84-6.49

3 Mid Power 6.49-12.95

4 PoE+ / Type Il Devices >12.95

And the tenth column shows the power priority configured on ports enabled for PoE which can be Low,
High, or Critical. The switch invokes configured PoE priorities only when it cannot deliver power to all

active PoE ports.
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Interfaces Summary Fields: STP Tab

First click on a Device Name to get the Interfaces table to appear for the device. Then, select the “STP”
tab in the Interfaces table.

The “STP” tab includes the following fields.

Devices Total Network Visibility®

(RSO Trafic PoE STP Invenfory Descripion Backup Support Financials Vulnerabilities

Device SHMP Oper Admin
Device Name IP Address  Version Manage CPU Int Down Down Location Contact Uptime

®[&] Pinat 10.0021 wic | Teinet SSH | 2 o tops@pathsciutions.com 116d 00h 08m

& Interfaces

General Trafic PoE OGN Details CDP/LLDF  Connected

Designated

P ignars Path Forward
Interface Favorts wian  Address Description mt  Priority  State  Enable Cost Root Cost Bridge Port Transactions
® INTE F: e| 128 |forwarding| ® 20000 | Syrsh | 20000 | Dubonnet | 8017 1
INT#2 = = = = = = =
INT#3
INT#4
INT#5
INT#6
INTS?
INT#8
INT#9
INT#10
® INTE1S
INT#12

(L] grore | 128 | forwarding | @ 200000 | Syrah | 40000 | Pinot | 200k 1

The Interface Number, IP Address, and Description columns will remain unchanged from the “STP” tab.

The State column will show which of port state the interface is: Blocking, Listening, Learning, Forwarding,
or Disabled.

The Enable column shows if the interface is enabled for STP.

The Path Cost column will show the Path Cost of the interface.

The Root column will show the Designated Root of the interface.

The Cost Column will show the Designated STP Cost of the interface.
The Bridge Column shows the Designated Bridge for the interface.
The Port Column shows the Designated Port for the interface.

The Forward Transactions Column shows the Interface Forward Transactions for the interface.
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Interfaces Summary Fields: Details Tab

First, click on a Device Name to get the Interfaces table to appear for the device. then, select the “Details”
tab in the Interfaces table.

The “Details” tab includes the following fields.

Devices Total Network Visibility®
“« » [(SOPN Trafic PoE STP Invenfory Descripion Backup Support Financials Vulnerabilities
Device SNMP Oper  Admin
Device Name IP Address  Version Manage CPU Int Down Down Location Contact Uptime:
® ] Pinot 10.0.0.21 w2e | Teber 5SH ® o 116d O0h 08m

& Interfaces
ot
State
P Ignors Queus  MAC

Interface Favorts Wan Address Description m X L Type Address  MTU Type Last Changed

® INTE VAN 1:1 .. 40aBRO0CIFF3F hemetCsmacd | 118 days 00:05:08.05
INT#2 22 40a3f00dT2e metCsmacd | 118 days 00:05:10.88
INT#3 23 4028f00df73d meiCsmacd | 118 days 00:05:10.89
INT#4 44 40a8f00dfF3c metCsmacd | 118 days 00:05:10.88
INT#5 55 40a3f00difT2b shemetCamaca | 118 days 00:05:10.80
INT#6 58 4028f00dff3a shemetCsmacd | 118 days 00:05:10.88
INTS? 7T 40287000738 shemetCsmacd | 114 days 03:03:31 58
INT#8 28 40a3f00df728 themetCsmacd | 118 days 00:05:10.80
INT#9 D) 4028f00dF737 shemetCsmacd | 118 days 00:05:10.89
INT#10 10: 10 40a8f00dIf736 themetCsmacd | 118 days 00:05:10.88

® INTE1S 11: 11 4023700725 netCsmacd | 116 days 00:05.08.81
INT#12 1212 4023f00dfT34 | 15: 118 days 00:08:10.89

The Interface Number, IP Address, and Description columns will remain unchanged from the “General”
tab.

The X column shows an indicator if this interface has a physical connector associated with the interface.

Note: If the device does not support RFC 2863 and the ifConnector Present OID, then this column will
be empty.

The MAC Address column shows the MAC address that is associated with this interface.

Note: The MAC address displayed here is the physical interface’s own MAC address, not the MAC
address of any devices connected to this interface.

The MTU column displays the MTU (Maximum Transmission Unit) of the interface. This is the largest
frame that can be transmitted or received on this interface. Typically, this will show 1500 bytes as the
maximum for normal frames, but may be above 9,000 bytes if the interface is configured for supporting
Jumbo Frames.

The Type column presents the type of interface.

The Last Changed column shows the time the interface last changed status from up to down, or from
down to up.
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Interfaces Summary Fields: CDP/LLDP Tab

First click on a Device Name to get the Interfaces table to appear for the device. Then, select the
“CDP/LLDP” tab in the Interfaces table.

Total Network Visibility®

Devices

ISRl Tiafic FoE STP Inventory Desciiplion Backup Support Financials Vulnerabilities

Device SNMP Oper Admin
Device Name IP Address Version Manage CPU Int Down Down Location Contact Uptime
. ’E‘ Pinot 10.00.21 v2e T SSH Web 28 21 o topsi@pathsolutions. com 116d 00h 08m

& Interfaces

General Traffic PoE STP  Details CDP-‘LLDF‘

Remote Device
P Ignore

Interface Faverite WaN  Address Description it Method  Name  Platform IP Address Interface.
® INTE1 1 ignere | CDP/LLDP | Dubonnet | Dubcrnet| 10.0.0.22 =
INTE2
INTE3
INT#4
INTES
INTEG
INTET
INT#E
INTED

Each interface is queried for CDP and LLDP information and displays exactly what device and OS version
is connected to that switch/router interface. To view CDP/LLDP information on an interface, click on a
switch. You will then see all of the interfaces. Click on the sub-tab named “CDP/LLDP”.

If you see some information displayed, it means that the connected device is providing CDP/LLDP
information and should display the remote device’s interface that connects to the local switch interface,
the remote device’s IP address, platform, name, and method (CDP or LLDP).

Note: *Cisco CDP only shows other Cisco CDP Devices
*LLDP Devices (Including configured Cisco Device) may show other LLDP devices
*Some Devices (Enterasys/Extreme, HP) show both CDP and LLDP
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Interfaces Summary Fields: Connected Tab

First click on a Device Name to get the Interfaces table to appear for the device. Then, select then
“Connected” tab in the Interfaces table.

The “Connected” tab includes the following fields. The Interface Number, IP Address, and Description
columns. .

Note: The results for the “Connected” tab will show up differently depending if the device is a switch or
not.

Ethernet Switch Results:

Devices Total Network Visibility®

“« > e [EREEN Trafic FoE STP  Inventory Descripion Backup Support Financials  Vulnerabilities

Device SNMP Oper Admin
Device Name IP Address  Version Manage CPU Int Down Down Location Contact Uptime

®[&] Pinat 10.0.021 vZe | Telet SSH Wei | 2 o ns.com 116d 00h 08m

& Interfaces

General Trafic PoE STP Detils CDP/LLDP [auEse]

Update

2 1gners
Interface Favorts  wan  Address Description mt Devices connected to this switch port

® INT#1 Favorte | WAN 11 gnars N E-AE — 10.0.0.39 — 10.0.0.22 [ E=Q
N 8-90 — 10.0.0.243 — 10.0.0.243 [0 (BT
N — 10.0.0.2 — santacisra pathsolutions.local gl e
M : 00-1D-B2S 0 — 10.0.0.20 — chardonnay pathsolutions. local [feraed o)

87 — 1000127 Scan
eister pathsolutions local (ST ST

rap-controlier pathsolutions.local [[US) [E2T0
— hafwpa500 patnsolutions local Scan

0
o
55 — 10.0.0.30 — haptrl. pathsolutions loca! ([Enpey B2

— jagen

— cisco~

IR

»

Note: The “Connect”, “Scan” and “Domain” links shown in the screenshot only appear if you have the
TotalView Security Operations Manager product, and may not be included in your
license. Contact sales@pathsolutions.com for more information.

The last column will show the VLAN associated with the device connected, followed by the MAC address
and IP address (if found in router/server ARP caches). MAC address manufacturers are identified by
hovering over the MAC address.

Reverse-DNS lookups for devices connected to switch ports are shown automatically for devices that
have reverse-DNS names.

IP addresses can be clicked on to look up flows associated with the device to determine whom it is
communicating with.

Note: If the results are blank, or the information is not as expected, click on the “Update” button to
collect the current bridge table, MAC addresses, and ARP cache information from network
equipment.
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Device Overall Statistics

Below the Interface Summary Fields Table (shown on the previous pages) is a view of the overall
statistics for the device:

You can view the current or historical information for the aggregate utilization for the device. Drag the
Yellow bubble to move or decrease or increase the historical data you want to see.

This is valuable for determining when the device is passing more or less traffic. This equates to a graph
showing how much work was performed by the device over time, and is useful for determining when to
schedule downtime for the device.

@ Device Overall Statistics W
[ ] )|
— d
04/01 04104 04107 04110 0413 04116 04119 04722 04125 04128 0501
Aggregate Peak Backplane utilization
&
’ ] ‘
A | A g ey Jasa " 1 J F]

® Transmitted @ Received
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If the device is a Cisco router or switch, the CPU utilization and Free RAM is also displayed.

Device MOS, Latency, Jitter, and Loss graphs are displayed below the utilization and CPU graphs:

MOS score to device and back

5
4
g
o 3
W
§ 2
1
0
06124 06124 06124 06/24 06724 06125 0625 06/25
05:00 09:00 13:00 17:00 21:00 01:00 05:00 09:00
® MOS Score
Latency to device and back
20
15

10

Milliseconds

[
0624 0624 0&/24 06/24 06/24 06125 0625 DE25

05:00 09:00 13:00 17:00 21:00 01:00 05:00 05:00
® Max Latency @ Avg Latency

Jitter to device and back
5
.E 4
1 3
i 2
- l L U Al | |
o
06724 06124 0624 06124 06724 0625 06/25 06125
05:00 09:00 13:00 17:00 21:00 01:00 05:00 03:00

@ Jitterin M5

Packet loss to device and back

1%
0.8%
0.6%

0.4%

Percentage

0.2%

0&24 0&/24 06124 D624 06i24 0125 DES25 D6/25

05:00 09:00 13:00 17-00 21:00 01:00 05:00 05:00
® Loss

The device’s routing table is displayed below the graphs:

Routing Table Entries (ipForward)

Interface Route Mask Next Hop Policy Metric1 Status Protocol

Int #101 0.0.0.0 0.0.0.0 10.0.0.1 0 0 1 other
Int #101 10.0.0.0 255.255.255.0 10.0.0.21 0 0 1 local
Int #0 127.0.0.0 255.0.0.0 0.0.0.0 0 0 1 other
Int #4196 127.0.0.1 255.255.255.255 0.0.0.0 0 0 1 local
Int#101 192.168.210.10 255.255.255.255 10.0.0.8 0 0 1 icmp
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If the device is a Cisco device, additional chassis information will be displayed below the routing table:

Cisco Chassis Information

Chassis Type unknown
Chassis Version Do

Chassis ID (Serial Number) FDO1845E18S

BootROM Version 10S-XE ROMMON
RAM 885,832,256 bytes
Non Volatile RAM Size 2,097,152 bytes
Non Volatile RAM Used 24 371 bytes
Config Register 258

Next Boot Config Register 258
Chassis Slots 0 slots
Community String Indexing TRUE

VLANSs detected: 9 1, 100, 110, 186, 1001, (1002-1005)

Device overall utilization traffic information is displayed next:

Device Overall Utilization - Traffic

Packets Broadcasts % Broadcasts

Tx Rx Tx Rx Tx Rx
Historical 14,124,795,000 13,803,111,000 1,479,710,000 324,133,000 9.483% 2.294%
Last Poll 124,223 124,275 8,916 1,490 6.697% 1.185%

Device Notes
Notes can be added to a device so you can track when you performed work on a device:

i/ Add aNote

Enter a note

256 characters left

Clear errors on all interfaces on this device
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Note:

Note:

If you have authentication turned on, then the Username field will use the logged in user who
entered the note.

The notes are stored in comma separated values (CSV) format in the following directory:
C:\Program Files (x86)\PathSolutions\TotalView\Notes

You can edit the files with any text editor like Notepad or use Excel to open the file in CSV
format.

The filename for device notes is the IP address of the device. For example, the notes for
device 38.102.148.163 would be stored in filename 38.102.148.163.csv.
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Interface Details
If you click on an interface number, you will see details about that specific interface:

The errors graph in addition to the utilization graph will be displayed to correlate periods of high packet
loss with high utilization.

From this page, you can view all information about an interface’s performance.

Devices Total Network Visibility®
. RN - g r——
;e Inventory Code Revision
Device
Device Name IP Address Manufacturer Model Serial Num Hardware Firmware Software
.ﬁ] txswd-jw-lab 10.51.05 Hewlett Packard Enterprise hpe1020S_8G PD.02.10

@ Interface:INT#53

« » General Traffic PoE STP Details CDP/LLDP [EeCUREREC]

Update
3 anors
Interface Favorts wan  Address Description Int Devices connected to this switch port
© INT#53 Favorte | WAN | 105105 | CPU: CPU Interface arore
@ Interface Utilization B0 curent m
e P ——
kbps Tx Rx
Min
2 Avg 5 @
&
Max o 15
95th

® Transmitted @ Received 95th% 0.000% 0.000%

4. Emors

Packet Loss @® View Error Counters

ors

® Errors

s Queues

T Custom OIDs

¢ Network Prescription X Suppress Erors X Clear errors

offf Noerrors detectad on this interface

No prescription recommended.

| Notes + AddaNote

Status. Name Note
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Utilization Graphs
The utilization graphs provide both current (daily) as well as historical utilization of an interface. You may
click on and drag the yellow bars on the graph to change the historical timeframe you are viewing.

You can also view the information in bits per second, percent utilization, or peak percent utilization. If
there is a dotted line overlay on a graph, it shows a trend developing over time (increasing or decreasing).

o Interface Utilization @ [ curere |
Bits Per Second Percent Peak Percent ® View Packets & Broadcasts
kbps Tx Rx

Min 0 0

£ Avg 12 7
[}

S T

95th 21 13

95th % 0.002%  0.000%

In the History view, the left and right edges of the yellow bubble can be stretched or shrunk to display
different date ranges. You can also move the bubble right and left, to see different time ranges.

ol Interface Utilization <3 W
9
I ]
Bits Per Second © View Packets & Broadcasts
kbps Tx Rx

Min 0 0
£ Avg 12 7
«©

Max 47 43

95th 21 13

: : : . 95th % 0.002% 0.000%
® Transmitted @ Received =

Exporting Utilization Graph Data for an Interface
The "Download Excel" button allows you to download all of the graph data into an .xIs file for charting and
graphing with a spreadsheet.
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QueueVision®

If the interface is on a Cisco router configured for class-based QoS (CBQOS) with Modular QoS CLI, then
the queues will show below the packet loss graph along with their queue match criteria.

- Queues

Queue: VOICE (High priority VoIP RTF)

£ Match dscp af13 (14)

@ Policy Match @ Gueue Drop

Queue: class-default

Bits

Match any

@ Policy Match @ Queue Drop

Outbound QueueVision

Class-Based Quality of Service (CBQo5): WAN-EDGE | Serial interface policies)

PolicyMap WAN-EDGE (Serial interface policies)
ClassMap VOICE (High priority VoIP RTP) 3951541728 5156400
queueing
matchStatement Match dscp af13 (14)
ClassMap class-default 1261004682 1453462348
queueing
matchStatement Match any

The first number is the number of bytes handled by the policy (Class map). This references the
PostPolicyBytes variable on the device relating to the queue.

The second number is the number of bytes dropped out of the queue. This references DroppedBytes on
the device relating to the queue.
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Network Prescription

Below the Utilization graph is the Network Prescription for the interface. This is an analysis of any
problems that exist on the interface, including errors and utilization.

\o- Network Prescription X Suppress Errors X Clear errors

s

=

Inbound Unknown Protocols exist on this interface

This interface received a valid frame with a protocol that was unrecognized. (Example: If AppleTalk, IPX, or IPvE is configured on two devices, these two devices will send broadcasts to
each other. All other devices on the network will also receive the broadcast frames. These devices will not kn at to do with the packets and will discard them.) If you encounter a lot of
nbound Unknown Protocols on an interface, you should consider setfing up V0LANs and separaling devices that don't need fo communicate via other protocols. Broadcasts can steal CPU
attenfion on a machine {each broadcast generates a system interrupt and requires the CPU to evaluate the frame). If your network is saturated with many protocols, up to 5% of your
computer's CPU cycles can be dedicated to processing and discarding these broadcast packets.

Inbound Errors exist on this interface

nbound errors are packets that are mal-formed, but are enclosed in a valid frame. This can be caused by a bad NIC driver or protocol driver on the sending device. To frack down this
error, you will need to connect a packet analyzer in front of this interface fo capture the actual mal-formed packet to determine which device is at fault

Inbound Discards exist on this interface

nbound packets had to be discarded because of a lack of available packet receive buffers. This can indicate that the device's internal CPU may be unable to process all of the inbound
data that it is receiving.

Collisions exist on this interface

This can be eliminated by configuring the interface and device to work in full-duplex mode. This may not be possible if more than one device is connected to this interface. I this interface
is plugged into a single device, then full-duplex may be enabled {providing the network card can recognize full duplex). If this interface has a hub plugged in, then full-duplex operation
cannot be enabled

Interface configured for half-duplex operation

This interface should be configured for full-duplex operation fo prevent collisions from occurring and emor rates rising.

Interface Notes

Below the Prescription and near the bottom of the screen, Notes can be added to an interface so you can
track when you performed work on an interface:

|4 AddaMNote

Enter & nofe

25E characlars ket

Clear smrore an all Interfacse on this devics

Note:

Note:

If you have authentication turned on, then the Username field will use the logged in user who
entered the note.

The notes are stored in comma separated values (CSV) format in the following directory:
C:\Program Files (x86)\PathSolutions\TotalView\Notes

You can edit the files with any text editor like Notepad or use Excel to open the file in CSV
format.

The filename for device notes is the IP address of the device. For example, the notes for device
38.102.148.163 interface #2 would be stored in filename 38.102.148.163-2.csv.
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View Error Counters

If you click on the “View Error Counters” button to the right of the Packet loss graph, you will be presented
with a list of all 19 error counters that are collected on the interface:

!, Errors
Packet Loss @ Hide Error Counters.
4
2
w
@ Emors
Errors Errors per Packet  FCSErrors (Rare event)
Error Counter Tracked Type Current Total Current Average  gOficial definition: A count of frames received on a particular interface that are an integral
number of octets in length but do not pass the FCS (Frame Check Sequence) check. The
Inbound Unknown Protocols Comman 0 0 - -

count represented by an instance of this object is incremented when the frameCheckError
status is returned by the MAC service to the LLC (or other MAC user). Received frames for
Inbound Discards . Rare 0 0 - - which multiple error conditions obtain are, according to the conventions of IEEE 802.3 Layer

Management, counted exclusively according to the error status presented to the LLC.
Inbound Errors . Rare a 1 - 0.000%

Basic definition: An FCS error is a legal sized frame with a bad frame check sequence
Outbound Discards [ ] Rare a 167 - 0.004% (CRC error). An FCS error can be caused by a duplex mismatch, faulty NIC or driver,
cabling, hub. or induced noise

Qutbound Errors . Comman a a - -
What you should do to fix this problem:
Outbound Queue Length Reference 0 0 - -
Cause 1. FCS errors can be caused by a duplex mismatch on a link. Check to make sure
single Collision Frames . Commen 0 0 - - that both interfaces on this link have the same duplex setting
Multiple Collision Frames . Rare 0 0 - - Cause 2: Sometimes FCS errors will incremant when there is inducad noise on the physical
cable. Perform a cable test. Check the environmeant for electrical changes (industrial
Deferred Transmissions . Commen 0 167 C 0.004% electrical motor turning on, EMI radiation, etc.). Make sure your physical wiring is safe from
. Electro-magnetic interference.
Carrier Sense Ermors . Rare 0 0 - " Cause 3 If you notice that FCS Errors increases, and Alignment Errors increase, attempt to
solve the Alignment error problem first. Alignment errors can cause FCS errors.
Excessive Collisions . Rare 0 0 - -

Cause 4: If you see FCS errors increase, check the netwerk cards and transceivers on that
Alignment Errors b Rare 0 0 - - segment. A failing network card or fransceiver may transmit a proper frame, but garble the
data inside, causing a FCS error to be detected by listening machines

FCS Errors . Rare 0 239113 - 6.290%
Cause 5: Check network driver software on that segment. If a network driver is bad or
SQE Test Errors . Rare a a - - corrupt, it may calculate the CRC incorrectly, and cause listening machines to detect an
FCS Error.
Late Collisions L] Rare ] ] - -
Cause 6: If you have an Ethernet cable that is too short (less than 0.5meters), FCS errors
Internal MAC Transmit Emmors = @ Rare 0 0 - - can be generated.
Frame Too Longs " Rare 0 0 - - Cause 7: If you have an Ethernet cable that is too long (more than 100meters), FCS errors
can be generated.
MAC Receive Errors . Rare 0 0 - - : L )
Cause 8: If you are using 10Base-2, and have poor termination, or poor grounding, FCS
symbol Errors e  Rae 0 0 - - erors can be generated
Errors Total 0 310604 0000% 8A171%

If you click on an error counter name, it will display the official IEEE definition in the engineer’s library to
the right along with a more basic definition and what should be done to fix the problem.
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Favorites Tab

If you have specific interfaces that you want to group together to view from one page, they can be added
to the “Favorites” tab:

Favorites “Total Network Visibility®
Favorite Interfaces List
Last Foll

Desce L2=t yflization
Device P Interface Interface  View Current  Poll
Name Address Number Description Speed Utilization  Errors  Tx  Rx
® syrah 10001 |Int#3 | Gi1/0/1: GigabitEthemet 1/ (Firewall PA -450) 1.000,000,000 | View Current | 0.00% | 0.02% | 0.03%
® SantaClara| 10.0.02 | Int#2 | FaDil: FastEthemetDi0 100,000,000 | View Current | 0.00% | 0.01% | 0.015%
® Sunnyvale | 105002 | Int#1 | Se0i0/0: SeraltVoi0 512,000 | View Current | 0.00% | 1409 | 2.02%

® hqpad50 | 103505 Int# | ethemeti/1: ethemat1/1 (Internat (ATET]) 1.000,000,000 | View Current | 0.00% | 0.02% | 0.02%
® hgpadS0 | 10.36.0.5 Int#7 | ethemet!/2: ethemnet1/2 (Inside (Transit Metwork)) 1.000,000,000 | View Current | 0.00% | 0.03% | 0.02%
® txfwi 1051.0.1 | Int#8 | ethemeti/1: ethemett/1 (ATET GigaFiber) 1.000,000,000 | View Current | 0.00% | 0.02% | 0.02%

® txfwi 1051.0.1 | Int#7 | ethemeti/2: athemett/2 (inside LAN) 1.000,000,000 | View Current | 0.00% | 0.03% | 0.02%

This page displays the most recent utilization that was seen during the last polling period of all favorite
interfaces.

If you select a “View Current" Utilization” link for one of the devices, the Current Utilization Widget for that
device will pop up. You can drag that window anywhere on your screen and monitor its tx and rx over
time.

S PathSolutions TotalView Interface Current Utilization - Google Chrome = o X

A Not secure | htps;//10.1.0.15/devicescurrent.htmI?type=intUtil&d=28&i=3

IP Address: 10.0.0.1 Device: Syrah
Interface: Int %0 Description: Gi1/0/1: Gigabit
Tx

1 (Firewall PA-450) Speed: 1,000,000,000

PO AT IO NPT T
Ss====s====

How to Add an Interface to the Favorites List

To add an interface to the favorites list, just click “Favorite” in the General sub-tab under the Device List
tab.

Rx

Devices Total Network Visibility®
« > s MBS Trafic PoE STP Inyentory Descripion Backup Support Financials Vulnerabilities
Device SNMP Oper Admin
Device Name IP Address  Version Manage CPU Int Down Down Location Contact Uptime
& Pinot 10.0.0.21 v2e | Telet SSH Wek % 2 [ tops@pathsoiutions com 1184 00h 08m

& Interfaces

ESEE N Traffic PoE STP  Details CODPILLDP  Connected

Peak  Feak Daily
Daily  Utilization Fort Status
] ignore Exror Interface VLAN

Interface Favorle | WaN  Address Description w  Rate Tx  Rx Speed Duplex 1D Admin Oper  Control
® INT# Favorite | WAN 11 %  0.016% | 1.208% | 1,000,000,000 Ful 1 up up £
INT#2 Favorite AN 2:2 % 0.000% | 0.000% 1 up down ~ Shutdown
INTE2 Favorite £ 0.000% | 0.000% 1 w |down | Shutdown
INT#4 Favorite 4.4 0.000% | 0.000% 1 up down ~ Shutdown
INT#5 Favorite 5:5 0.000% | 0.000% 1 up down
INT#6 Favorite 6.8 0.000% | 0.000% 1 up down
INTE7 Favorite ! 7 J00% | 0.000% | 0.000% - - 1 up down
INT#8 Favorite | WAN a8 6 0.000% | D.000% 1 up down
INT#5 Favorite | WAN 88 % | 0.000% | 0.000% 1 up down
INT#40 Favorite | WAN 10- 10 6 0.000% | 0.000% - - 1 up down
® INT#1 Favorite A 111 %  0.008% | 0.000% 100,000,000 Ful 1 up up
INT#12 Favorite ! 112 0.300% | 0.000% | 0.000% - - 1 up down
® INT#13 Favorite | WAN 1312 o 0.300%  1.287% | 0.015% | 1.000,000,000 Ful 1 up up Shutdown
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You will be presented with a dialog confirming your selection:
Click “OK” to add the interface to the “Favorites” tab, or “Cancel” if you do not want to do so.

If “Favorite” is greyed out for an interface, it means the interface is already on the Favorites “tab”.

Note: The web interface must be in "unlocked mode” to be able to add an interface to the Favorites List.
See the Administration Guide on how to use the Configuration Tool to unlock the web interface.

How to Remove an Interface from the Favorites List

To remove an interface from the Favorites List, use the Configuration Tool. See the Administration Guide
on how to remove Favorites.
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Issues Tab

Interfaces that have peak utilization rates or error rates that are over the threshold will be listed under the
"Issues" tab:

Issues Total Network Visibility®

Interfaces with peak daily utilization rates greater than 90% or error rate greater than 5% & Print Group: All -

& 1 down o

table problem, and & Gt

Average  Peak Daily Utilizstion
MAC  PeakDaily Daily Error
Device Name Device IP Address  Interface Number Description Interface Speed  Addresses EmorRate  Rate Tx Rx

? [none) 10.51.06 nz-

lure with device. |s device offine?

€ RuckusAP 10.0.08 -na- = interface doss not match other subnats

€ hgmxe5 10.88.0.4 -nz- vice Check

# UBNT 10.50.0.174 Int#3 -unknowm- ] 0.000% 000
® dev-ubnt-its01 10.1.026 Int#2 VMHNET3 Ethemet Controlier 10,000,000,000 0.000%

® dev-rhelB5-01 10.1.027 Int#2 10,000.000,000 ] 0.000% 0.000%
® HardCider 10.50.0.7 Int#1 1,000,000.000 ] 0.012% 220%
® idrac-CTZPKD3 10.200.10.10 Int#3 =thD: =hD 1,000,000.000 ] 0.000% 000
® txsw2-ab 10.51.0.4 Int#14 14: 14 Gganit - Level (Game P 10,000.000 ] 0.000% 0.000% | 100.000% |  4.853%

The threshold levels are displayed at the top of this table for reference.

If the error rate or peak utilization rate is over the threshold, it will be displayed in red for easy
determination of the interface problem.

Use the drop-down in the upper right corner to view specific groups of issues, or choose “All” to view all
issues in all groups.

You can click on the interface number to jump to the interface details page and view the utilization and
error information.

Note: Interfaces that have been over threshold sometime in the past 24 hours are listed. Interfaces will
roll off of the issues list if it is under the error rate and utilization rate for a full 24 hours
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NetFlow Tab

TotalView’s License Unlimited NetFlow capability permits an unlimited number of interfaces to be added,
monitored and viewed from the NetFlow tab. The initial view shows interface daily utilization, transmitted
and received. If you click into a graph, it will show you who used the bandwidth at that time and what

they were doing.

Netflow

Device Daily Utilization

® svfd | Int #5
parts: ports

Total Network Visibility®

& View Flows
s
&
® Transmitted @ Received
® sviwd | Int #3
part3: port3
@ View Flows
“
2
&
® Transmitted @ Received
® sviwl | Int#1
AN 1
& View Flows .'"I
E i)
M‘,\
f AL A |
e N NN
® Transmitted @ Received
® syfwl | Int#9
portd: port@
& View Flows

If you click on “View Flows” under any named device, it will show you the most recent flows received on

the interface at the top, followed by the flow stats:

On this screen, the top graph shows the flow volume over time. You can toggle here between transmitted

and received data.

If you click on a timeslot on the graph, it will pullup the Interface Flows Report and show you the volume
of flows that were happening at that time. A vertical red line will show you the selected timeslot.

Netflow
# hgmxE5 Interface Flows

Device Name Interface Number Description

® hqmxes Int #2 pert3: ports

e

Bits

Total Network Visibility®

lI
|

L — MM ,)"

# Received
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The next section of the screen, pie charts, shows you NetFlow data, segmented by the percent of
protocol, port/service, DSCP/TOS, and the top 10 IP addresses:

Protocol Port/Service DSCPITOS Top-10 IP Addresses

@ TP @ smip(2s) @ 000 (1) 100040
@ cMe e 1040040
hittp{80) 1000245

hitps(443) 1000245

1000247

104042

104018

104013

10.0.0.40

-

The last section of the screen shows each event’s source and destination IP addresses, ports, bytes,
packets, DSCP/TOS and flow durations.

Reverse DNS lookups are provided in the Destination Address field.

Notice the Excel export button is at the top left of this table. You can export the NetFlow data tables for
spreadsheets.

o Source Destination

Protoc! it Address Port Int  Address Port BPS Bytes Packets DSCPITOS Flow Duration

uop 10.50.0.10 — 10.50.0.10 snmp{181) 3 | 10.1.0.18— ga-pi12 pathsolutions.locsl 52483 101828 | 25457 | 7O nene © days 00:00:00.01
uoP 1 50.0.10 — 10.50.0.10 smp{181) 3 | 10.1.0.13— sorappypathsoiutions loca 51252 eg@E0 | 24905 o7 none 0 days 00:00:00.01
uoP 1| 10.500.250 — svfw1 pathsolutions local snmp{181) 3 | 10.0.0.18— scooby pathsolutions Inca 55421 eazze 12402 34 none 0 dsys 00:00:00.00
uoP 110500528 10.50.0.53 51684 3 | 10.0.0.1 —syrsh pathsolutions. oca smp(161) | 88141 32302 @ none 0 days 00.0000.02
uoP 1| 1050010 10500.10 smp{181) 3 | 10.1.0185 —isb-srd1 pathsaiutions lab 5082 82148 | 2087 54 nona 0 dsys 00000001
uoP 11050052~ 1050053 51807 3 | 10.0.08 —hgspi.pathsolutionsocal smp(181) 7820 esm0 |30 nene 0 days 00:00:00.00
uoP 1| 1050040 —10.50.0.0 snmp{181) 3| 10.1.0.11 — veima pathsciutions locs 40382 Te21s es02 28 nene 0 days 00.00:00.00
uop 1 | 105001 — 1056008 snmp{181) 3 | 10.1.0.13 — sorsppy.pathsciubons local 51208 7e21e | es 2@ none 0 days 00.00:00.00
uoP 1 |105001—105001 smp{181) 3 | 10.1.014— scacty-dum pathsslutions locl 58120 7agse oAl 28 none 0 dsys 0000:00.00
uDP 11050052~ 10.50.053 51705 3 | 100012100012 somp(101) 714 |3msov ez none © days 00.00:00.03

Note: If you desire to include specific interfaces that are not displayed in on the NetFlow tab, this can be
accomplished by using the “Config Tool” and selecting the NetFlow tab. You can add, change, or
delete any interfaces there as well as sort them in order by using the Shift Up or Shift Down keys.
See Configuration section for details.

Add Netflow interface X

IP address: |10.0.0.1 (Syrah)

=]
Interface number: ’E i‘

OK Cancel ‘
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IPAM Tab

For IP Address Management (IPAM), this tab provides a searchable list of subnets in the network.
Address usage information is automatically queried from Microsoft DHCP servers.

To examine a subnet, click on a subnet listed on the left hand side, or enter one into the search field, to
pullup the stats on how that subnet has been allocated. Details include: VLAN name, number, usable IP
addresses, available IP addresses, type (subnet or static), device manufacturers, lease, last seen, and
whether connected.

IPAM Total Network Visibility
IP Address Management DHCP information updated as of: 1/28/2023, 234:58 PM & Update DHCP &3 Update Bridge ﬁ]
10.1.0.0/24 subnet DHCP Scope
FEERE ® fliocated 23 @ Allccated

Ml WVLAN Name Viwiare ® puaiisble 231 ® Ausiable 17
10.1.0.0124 VLAN Number 101

Usable IP Addresses 254
10.10.0.0/24 Used IP Addresses 2

Available IP addresses 231
10.10.30.0/124
10.10.40.0124. Address Fing Connect Type Manufacturer Name Lease Last Seen Connected
10.10.50.0/24 10.1.00 Subnet
10.30.0.024 10.1.0.1 o EED s s Current | Unmanaged
Al . 10.1.0.2 LI Connect JE= Cis Current | Unmanaged

10.1.0.3
10.50.0.0124

10.1.04
10.50.1.0/24

10.1.0.5 o EE st VMware, Inc. ps-vess pathsoiutions loca Curent | Unmanaged
10.50.3.0/24

10.4.0.6
10.50.4.0124

10107
10.51.0.0/24 ——

Hover over any name in the table, to see even more details about that item:

Sunnyvale Current | Int £5

Cisco 105 Software, 1841 Software (C1841-ADVENTERPRISEKS-M), Version 13.0{1)M10, RE
Techrical Support: http:/fwww.cisco.com/techsupport

Copyright (c) 1986-2013 by Cisco Systems, Inc.

Compiled Tue 26-Feb-13 12:28 by prod_rel_team

Notice the Excel button is available at the upper right, to download the report to a spreadsheet, and notice
the buttons in the same place, to refresh the data as needed from DHCP and Bridge.

Selecting any IP address on the IPAM Tab brings up the NetFlow details about the data flows to and from
that IP address, what IP addresses it has communicated with, and when:

Flows to/from 10.50.0.2

<
Protocol Port/Service DSCPITOS Top-10 IP Addresses
@ uoP . @00 () @ 100016
@ cve L @ 10101
10.50.0.1
10.10.15
x4 Source Destination
DscP
Date/Time Protocol Address Scan Port Location Address Scan Port Location Bytes ToS
Jan 28 20:17:28 IcMP 10.50.0.1 [ Scan } 0 Internal 10.50.0.2 [ Scan ] 30228 Interna 84 0x0 (0)
Jan 28 20:15:02 =g 10.50.0.2 [ Scan | 0 Internal Fred.pathsolutions.local [ Scan | 1 Internal 92 0x0(0)
Jan 28 20:15:02 IcMP Fred pathsolutions.local [ Scan | 1 Internal 10.50.0.2 [ Scan ] 0 Internal 158 | 0x0 (0)
Jan 28 20:15:05 IcMP. Fred pathsolutions local [ Scan | 0 Internal 10.50.0.2 [ Scan | 1 Internal 92| 0x0 (0)
Jan 28 20:15:05 = 10.50.0.2 [ Scan | 1 Internal Fred.pathsolutions local [ Scan ] 0 Internal 158 | 0x0 (0)
Jan 28 20:17:23 IcMP. 10.50.0.1 [ Scan | 0 Internal 10.50.0.2 [ Scan | 30228 Internal 84 0x0(0)
=l 10.50.0.1 [ Scan } o Internal 10.50.0.2 [ Scan | 30228 Interna 84 0x0 (0)
IcMP 10.50.0.1 [ Scan } 0 Internal 10.50.0.2 [ Scan | 30228 Internal 84 0x0(0)
SRR i~ wnenna e L - v ommme e aslnnn
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NetFlow Security Alerting is included in the table: If any data flows have a medium or high risk, the rows
will be shaded yellow or red, respectively.

For each flow that involves an external flow, you see the location of the remote end (City and Country) as

well as the security threat level of the remote IP address. From this table, if you select a link listed under
the “Location” column, it will show the geolocation of that IP address on a Google Map:

o - - _— —
m Dublin Liverpool
ha S “ @
n » Peak District e =
Shegie National Park
Carlow Snowdonia m Nmm::gham
Kilk - National Park
ilkenny [1 | f Nt
o orwicl
454 kejcester Peterborough o
clonmel - T8 L o
° Waterford 'E0rd ENGLAND
= A
m Cambridge
o :
Ipswich
o
WALES {5 | Co\clgester
Cotswolds 10w
AONB Ox]‘;ord 11
Swansea e windor
o . windo -
m Cagdlff Bristol a Reading oSouthend-on-Sea
o
i o Canterbury, Bn
Bath o em
1 (23] 1420 Dunkirk
Balals™ -
Southampton e i
M5 | i Bl‘lggltol'l (A1 | I'.E’h i
Exeter Bournemouth { 425 | "V'L‘é'
o o
& ; Torgua 16 ]
I wauay Plymouth E ' Argas
+]
St L\"FE- Trgr) [ar |
Penzances = ey Channel
Falmouth enal '
ns e
Facs) Arnge s
. !
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Top-10 Tab

The “Top-10” tab provides you with overall network information for all monitored interfaces. This section
is handy for determining what is occurring on the network regarding errors, utilization, and broadcast
levels:

Top 10: Errors
The top 10 interfaces with the highest error rates are listed under the "Top-10" tab, in the "Errors" sub-tab.

This sub-tab allows you to see what interfaces have errors that are approaching the error threshold.

Click on the interface number to jump to the interface details page and view the utilization and error
information.

Top-10 Total Network Visibility®
Top 10 Interfaces With Highest Daily Error Rates Sorted by Emror Rate Group: All w  Scope: Peak Daily -
Peak Peak Daily Utilization
Daily

Device Name Device IP Address  Interface Number Description Error Rate Tx Rx

® UBNT 10.50.0.174 Int #8 2th2: sth2

® dev-ubnt-lts01 Int#2 = re VMXNETS Ethemet Controfler

® dev-rhelds-01 Int £2 ensl9z: ens1ez
® HardCider 10.80.0.7 Int#1 port? (INVALID)
® idrac-C7ZPKD3 10.200.10.10 Int £3 e ethd
® UBNT 10.50.0.174 Int £5 3thD: athd
® RuckusAP Int £28 bel: brg

® svapi-office Int £3 apri- apr

® RuckusAP 10,008 Int #2 eihd: ethd

® UBNT 10.50.0.174 Int £2 ethd: athd 0.537% | 0288%  0.280%

You can also modify the output to view your preferred “Scope” or device “Groups” by using the drop-down
menu on the right-hand side. The “Scope” drop-down menu will allow you to either see Peak Daily
Highest Error Rate within the last 24 hours or the Last Poll Error Rate within the last 5 minutes.

If a problem is currently happening on the network it's valuable to know which interfaces are currently
showing the highest utilization or error rates. The Last 5 Minute Poll allows you to target the right
impingement points in the network and get the root-cause of the problem fixed rapidly.
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Top 10: Transmitters

The top 10 interfaces with the Highest Daily Transmitted Rates sorted by Utilization are listed under the

"Transmitters" sub-tab.

This sub-tab allows you to see what interfaces physically transmit the most data regardless of interface

speed.

You can click on the interface number to jump to the interface details page and view the utilization and
error information.

Top-10 Total Network Visibility®
Top 10 interfaces With Highest Daily Transmitted Rates Sorted by Utilization Group: All w  Scope: Peak Daily -
Peak Peak Daily Utilization
Daily
Device Name Device IP Address  Interface Number Description Error Rate T= Rx
® txsw2dzb 105104 Int#14 14: 14 Gigabit - Level (Game PC) 4853%
® suswi-office 10.50.0.142 Int#5 Port 5: Port 5 1.754%
® suswi-office 10.50.0.142 Int &2 Port 2: Port 2 (Gaming PC 0.000% 19.850% 3.086%
® txswd-closst 105103 nt &7 Port 7: Port 7 (Vizio TV) 0.000% |  19.155%| 0825%
 HardCider 105007 int£2 port2 (INVALID) 0.000%  11823% 0122%
® txfwt 10,5101 int &7 ethemet!/2: ethemet1/2 (insice LAN) 0.000% 3.000%  0.563%
® txswd-closet 10.51.03 Int &3 Port 3: Port 3 (Uplin 1 417% 0537%
® Aruba-7030 10.51.08 int#1 413% | 3254%
® txsw2dab 105104 Int#1 0.030 383%  0540%
® txswilab-PoE 10.51.02 nt#4 4: 4 Gigabt - Level (Aruba AP) 0.000% 3388% 0537

You can modify the output to view your preferred “Scope” or “Group” devices by using the drop-down

menu on the right hand side.

You can also modify the output to view your preferred scope, by using the Scope drop-down menu on

the right-hand side, Select from one of the following options: the Peak Daily Highest Error Rate within the
last 24 hours; the Last Poll Error Rate within the last 5 minutes; the 95" Percentile Highest Daily
Transmitted Rates; Raw Data, or Broadcasts with The Highest Transmitted Broadcast Percentage.

Group: All

¥ Scope: Peak Daily v

Peak
Daily
Error
Rate

0.000% 27.886% 0.736%

0.000%
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Top 10: Receivers
The top 10 interfaces with the highest daily received rates are listed under the “Receivers” sub-tab.

This sub-tab allows you to see what interfaces physically receive the most data regardless of interface
speed.

Click on the interface number if you want to jump to the interface details page and view the utilization and
error information.

Top-10 Total Netwark Visibility®
Top 10 Interfaces With Highest Daily Received Rates Sorted by Utilization Group: All w  Scope: Peak Daily -

Peak Peak Daily Utilization
Daily
Device Name Device IP Address  Interface Number Description Error Rate > Rx

® txswz-lab 1051.0.4 Int #14 14: 14 Gigabit - Level (Game PC) 0.000% | 100 53%
® b 1051.0.1 Int #5 ethemnet/1: ethernet1/1 (ATET GigaFiber) 0.000% 0583% | 4.001%
® txswd-closet 10.51.0.3 Int £8 Port 8: Port & (TXFW1 0.000% 0.527% | 3.098%
® txswi-lab-FoE 10.61.0.2 Int #8 (Uplink) 0.000% 0537% | 3.388%
® txswz-lab 1051.0.4 Int £24 Upéink to Closet) 0.026% 0548% | 3.362%
® txswz lab 10.51.0.4 Int #15 15:1 a 7030 Cantraller) 0.000% 2108% 3355%
# Aruba-7030 1051.0.8 Int #1 GED/OID: Gigabit (Gigabi-Level) 0.000% 3413% | 2254%
® svswi-office 10.50.0.142 Int £2 Port 2: Port 2 (Gaming PC) 0.000% 10050% 3 008%
® Sunnyvale 10.50.0.2 Int #1 Se0/0/0: SenalBO/0 0.000% 1938% | 2855%
® txswz-iab 10.51.0.4 Int #3 3: 3 Gigabit - Leved (Droba) 0.000% 0.108% | 2.243%

You can modify the output to view your preferred “Scope” or “Group” devices by using the drop-down
menu on the right hand side.

You can also modify the output by using the Scope drop-down menu on the right-hand side. Select from
one of the following options: the Peak Dailx Highest Error Rate within the last 24 hours; the Last Poll
Error Rate within the last 5 minutes; the 95" Percentile Highest Daily Transmitted Rates; Raw Data, or
Broadcasts with The Highest Transmitted Broadcast Percentage.

Group: All ¥ Scope: Peak Daily v @

0

Peak s DAY
Daily
Error — I

o e
2847% | 22.038%  23.004%

Note: If you have an interface that is receiving a high level of broadcasts, investigate the device that is
connected to it to determine why it is transmitting a lot of broadcasts.
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Top 10: Latency
The top 10 devices with the highest daily latency are listed under the “Latency” sub-tab.

This sub-tab allows you to see which devices have the highest latency sorted by latency.

You can click on the Device to jump to the Device Overall Statistics page and view the Latency, Jitter,
and Packet Loss details.

Top-10 Total Network Visibility®
B
Top 10 Devices With the Highest Daily Latency Sorted by Latency Graup: All bl
Peak Peak Peak
Daily Daily Daily
Device Name Device IP Address  Location Latency  Jitter Loss
® bostonswi-stout | 10.30.0.1 Santa Clara CA 881ms 27ms 7%
® HardCider 10.50.0.7 Sunnyvale 05ms ms 3%
# apc547060 Unknown o7ms 1ms 20%
® Pacifica Alaniz, G& 8ams 8ms &%
® Chardonnay 105042 Headquarters ms oms 1%
» HoustonSW1 1051305 Round Rock TX Oms oms 1%
® HoustonRR 10.51.30.1 Raund Rock TX Oms 1ms 0%
® txswd-closet 105103 Unknown Oms oms 0%
® txswi-lab-PoE 105102 Round Rock TX &7ms 1ms 4%
® txswd-jwab 105105 Round Rock a5ms oms 0%

You can also modify the output to view your preferred device “Groups” by using the drop-down menu on
the right-hand side.

Group: All v

Peak Peak Peak
Daily Daily Daily
Latency Jitter Loss

202ms 8ms 0%
180ms Oms 0%
178ms 385ms 0%
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Top 10: Jitter
The top 10 devices with the highest daily Jitter are listed under the “Jitter” sub-tab.

This tab allows you to see which devices have the highest daily Jitter sorted by Jitter.

Top-10 Total Network Visibility®
B
Top 10 Devices With the Highest Daily Jitter Sorted by Jitter Group: All -
Peak Paak Peak
Daily Daily Daily
Device Name Device IP Address | Location Latency Jditter Loss
® apc547060 10.200.10.15 Unknown @Tms 21ms 0%
® iDRAC-149XCV2 10.0.0.137 "unknown™ 58ms 45ms 0%
® bostonswi-stout 10.20.0.1 Santa Clara CA B81ms Zims 7%
® svapi-office 10.50.0.5 53ms 24ms 2%
® svap2-shed 10.50.06 54ms 2ims 0%
@ HardCider 10.50.0.7 Sunnyvale 105ms 1Tms 65%
@ txswi-jwdab 10.51.0.5 Round Rock 85ms. 0ms 0%
@ Pacifica 10.50.4.1 Atlantz, GA Gams ms 5%
® dev-rhel5-01 10.1.027 Sants Clara 18ms Tms 0%
® Pinot 10.0.0.21 2ims ms 0%

You can click on the device to jump to the Device Overall Statistics page and view the Latency, Jitter, and
Packet Loss details.

You can also modify the output to view your preferred device “Group” by using the drop-down menu on
the right-hand side.

Top 10: Loss
The top 10 devices with the highest daily packet loss are listed under the “Loss” sub-tab.

This tab allows you to see which devices have the highest packet loss sorted by packet loss.

You can click on the device to jump to the Device Overall Statistics page and view the Latency, Jitter, and
Packet Loss details.

Top-10 Total Network Visibility®
B

Top 10 Devices With the Highest Daily Loss Sorted by Loss Group: All -
Peak Peak Peak
Daily Daily Daily
Device Name Device IP Address  Location Latency ~ Jiter Loss

® HardCider 1050.0.7 Sunnyvale 106ms 17ms 8%

® apo5a70s0 10.200.10.15 Unknown oims|  2ims 0%

® bostonswi-stout | 10.20.0.1 Sants Ciara CA 881ms 7ms %

® PSPTRI PathSolutians HQ 6ms 1ms 145

® LAB-C3300-CL 10.200.12.50 ms ms 2%

® suapi-office 105005 53ms 24ms %

® Sunnyvale 105002 1ms 3ms o

® Pacifica 105041 S8ms 3ms 5%

® txswi-lab-PoE Round Rock TX &7ms 1ms 5%

® UBNT 10,50.0.174 Unknown 51ms Oms 5%

You can also modify the output to view your preferred device “Groups” by using the drop-down menu on
the right-hand side.
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WAN Tab

This section will automatically display WAN interfaces that are slower than 10meg, sorted by the 95™

percentile:

WAN Interfaces
Device Name Interface Number
hgpadsn Int #5
hgpadsn Int#8
hapadsn Int 400000001
hgmxEs Int#1

Details

ethemetl/1: ethemet1i1 (intemet (ATET))

Added by on 811412022 120861

Provider: - Cireuit IDr
Support Phone: - Monthly Cost:
Contract Expiration: - Cost per Gigabit:
Speed 1,000,000000  Type:

WTU: 1500 Queuing
Tx Peak: 003%  RxPeak:
Tx 95th Pet: 002%  Rx95th Pet:

© View Netfiow
sthemet1/3: ethemet1/3 (DMZ fo Lab Gear)

Added by on 142022 1200:54

Provider: - Cirouit I
Support Phone: - Monthly Cost:
Contract Expiration: - Cost per Gigabit
Speed 1.000.000000  Type:
] 1500  Queuing
Tx Peak: 000% RxPeak:
Tx95th Pet: 0.00%  Rx85th Pet:
tunnel. 1: tunnel. 1 (Tunnel to TX)

‘Added by an /142022 121000
Provider: - Circuit ID:
Support Phone: - Monthly Cost:
Contract Expiration: - Cost per Gigabit
Speed D Type
wTu 0 Queuing
Tx Peak: 000%  RxPesk:
Tx95th Pet: 0.00%  RxS5th Pet:
WAN 1

Added by on 81412022 12:10:12
Provider: - Circuit I
Support Phone: - Monthly Cost:

Contract Expiration: - Cost per Gigabit:

Utilization Graph

-

Bits

-
sihematCzmasd
1.38%
0.04%

na | 2
-nia-
ethemetCsmacd

0.00%
0.00%

nia-

Bits

tunned

0.00%
0.00%

-niz-

Bits

® Transmitted @ Recaived

HAM SPM

® Transmitted @ Recaived

@ Transmitted @ Recaived

Note:

The list of WAN interfaces on this list is automatically generated by the system. If you desire to

include specific WAN interfaces that are not displayed in this list, this can be accomplished by
using the “Config Tool” and selecting the WAN Tab. You can add, change, or delete any
interfaces there.

You can also editing the WAN.cfg file manually. This file is located in the following directory:

C:\Program Files

(x86) \PathSolutions\TotalView\WAN.cfg

Edit this file with a text editor (like Notepad) and add the IP address and interface for each WAN
interface that you want the program to list. The IP address and interface number should be
separated by at least one <TAB> character. Save the file and then stop and re-start the
PathSolutions TotalView service to have it take effect.
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Interfaces

Under the Network “Interfaces” tab, the Interfaces section identifies interfaces with specific conditions.

Trunk Ports

This report shows all interfaces that have multiple MAC addresses showing on the interface. A trunk port
is one that has more than 4 MAC addresses. The report is sorted by the number of MAC addresses so
you can view the most critical interconnects in your network at the top, and evaluate which ones have

high utilization along with high packet loss.

Interfaces

VTR <10meg 10meg 100meg 1gig 10gig >100gig OperDown AdminDown Unknown Protocols — Half Duplex

Interfaces With More than 3 MAC addresses sorted by number of MAC addresses

Device Name Device IP Address  Interface Number Description

® Syrah 10,001 Int #37 Po3: Port-channeid (Port Channel to Michelcb)
® txswd-closet 10.51.0.3 Int #3 Port 2: Port 2 (Uplink to Office)

® txswi-lab-PoE 105102 Int 28 8:5 Gigabit - Leved (Uplink)

» txswdfwab 10.51.0.5 Int #2 2:2 Gigabit - Level

® Chardonnay 100020 Int #26 28:28

* Merlot 100022 Int #1 11

® Pinot 10.0.021 Int #1 1:1

® Muscat 100023 Int #21 212

* Michelob 100012 Int #363088752 port-channel1: port-channel 1 {Trunk to Syrah)
® Riesling 10.0.0.28 Int #1 sthernet!/1/1: GigabitEthemat1/1/1

& Chiznt nannan Int 4 1

Sub-10Meg

This report shows all interfaces that are configured under 10meg Ethernet
critical WAN interfaces that need to be tracked more closely.

Interfaces

E Trunk Ports [ESUREEN 10meg 100meg 1gip 10gig >100gig OperDown AdminDown Unknown Protocols Half Duplex

Under 10 Meginterface List sorted by Peak Daily Utilization Rate

Device Name: Device IP Address  Interface Number Description

® Sunnyvale 105002 Int #1 S20/0i0: Seral000

* Pacifica 10.504.1 Int #1 Se0/0/0: Serial0N

® AustinRTR 10510254 Int #1 S2011/0: Sersl0NT

@ DallasRtR 10.51.20.1 Int #1 820/1/0: Serial0A/0 (WAN link to Austn)
® DallasRIR 1051.20.1 Int & Se0/0/0:0: Seral0/TD:0 (WAN link to Houston)
® HoustonRIR 1051.20.1 Int#2 S20/1/0: SerisloN D

® Alsace 100028 Int #1 S20/0/0: SerislOO

# Chicaga 106001 Int #1 Se0/0/0: Serisl0

® santaClara 10002 Int #1 S20/0/0: Serial0N

® DallasRiR 1051.20.1 Int #5 T1 0/G/0: T1 000

10 tots| Uinder 10 Weg interface:

Total Network Visibility®

<

. These interfaces may be

Total Network Visibility®

@
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10Meg Interface Report
This report shows all interfaces that are configured for 10meg Ethernet:

Interfaces Total Network Visibilitys:

B e ®

10 Meginterface List sorted by Peak Daily Utilization Rate

Device Name Device IP Address  Interface Number Description

® txswz-iab 105104 Int#14 1414 G sl (Game PO

® syswi-office 10.50.0.142 Int#5 Port 5: Port 5

® syswi-office 10.50.0.142 Int£2 Fort 2: Port 2 (Gaming PC

® sviwl 1050.0.1 Int £10 port1d: part1d

® RuckusAP 10006 Int £28 brl: brd

® PS-PTRI 100.0.30 int #2 Ethemat

® Pinot 100.0.21 It #15 15: 15

® IDRAC-149XCV2 10.0.0.137 Int #1 Iz lo

® idrac-CTZPKD3 10.200.10.10 Int #1 Io: lo

® Chardonnay 105042 Int #19 1@ 18

® Pacifica 105041 Int£3 Falii: FastEthemet0l1

® UBNT 10.50.0.174 Int 1 lo: lo

Since virtually all network adapters that have been sold in the past 20 years are both 10meg and 100meg
capable, this report discloses interfaces that are configured for 10meg. Network performance can be
generally improved by changing these adapters to use 100meg speeds instead of 10meg.

Note: Even if a network link has low utilization, it can still benefit from upgrading to 100meg, as the
latency to stream small chunks of data across a 10meg link can be reduced significantly by
increasing the bandwidth ten-fold.

100Meg Interface Report
This report shows all interfaces that are configured for 100meg Ethernet:

Interfaces Total Network Visibility®
@
100 Meginterface List sorted by Peak Daily Utilization Rate
Device Name. Device IF Address  Interface Number Description
® txswd-closet 10.51.0.3 Int £7
® HardCider 10.50.0.7 Int #2
® txsw2-lab 10.51.04 Int #16
® Syrah 10.00.1 It #24 Gi1/0/22: GigakitEthemet 110122 (Part Channel to Nexus)
® Syrah 10.0.0.1 Int £36 Fa2: Port-channalZ (Part Channel to Nexus)
@ Palomino 10.00.28 Int #1 Fal/: FastEthemet(i1
® Palomino 10.00.28 Int#£2 Fal/z: FastEthematli2
® Franc 10.0.0.27 Int £2 Fail/i: FastEthemetii1
® txsw-lab 10.51.04 Int#11 11: 11 Gigabit - Level (Cisco Lsb RTR)
® Burgundy 10.0.0.18 Int #1 1:0]
® Franc 10.0.0.27 Int #4 Fall: FastEthemet(/
® Burgundy 10.0.0.18 It #5 55
@ HardCider 10.50.0.7 Int #4 port4 {INVALID)

The highest utilized of these interfaces should be considered for upgrading to Gigabit Ethernet.

Note: Even if a network link has low utilization, it can still benefit from upgrading to Gigabit Ethernet, as
the latency to stream small chunks of data across a 100meg link can be reduced significantly by
increasing the bandwidth ten-fold.

Note: Another consideration is that an interface that shows 20% peak utilization (during a 5 minute poll
period) may actually have been 100% utilized for 1 minute of that 5 minute poll period, and 0%
utilization for the remaining 4 minutes. Review the interface usage graph and/or reduce your poll
frequency to see more granular historical utilization of interfaces.
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1Gig Interface Report
This report shows all interfaces that are configured for 1Gigabit Ethernet:

Interfaces

H Trunk Ports  <i0meg 10meg 100meg [REVSN 10gig > 100gig OperDown Admin Down Unknown Protocols Half Duplex

1 Gigabitinterface List sorted by Peak Daily Utilization Rate

Device Name Device IP Address  Interface Number Description
® pxfnd 10.51.01 Int #6 ethernet1/1: ethermnet1/1 (ATET GigaFiber)
® txfwl 1051.0.1 Int &7 sthermet]Z: sthemet ide LAN)

® trswd-closet 1051.0.3 Int #8 Port 8: Port § (T

® txswd-closet 10.61.03 Int #3 Port 3: Port 2 (Uplink to Office]

® Aruba-7030 1051.0.8 Int#1 ZEQDD: Gigabit-Level (Gigabit-Leved)

® txswi-lab-PoE 1051.0.2 Int #8 8: 8 Gigabit - Level (Uplink)

® txswz-lab 10.51.0.4 Int#1 1: 1 Gigabit - Level (Link to Lab FoE)

® tyswi-lab-FoE 10.51.0.2 Int £4 4 4 Gigabi - Level (Arubs AF)

® txsw2-lab 10.51.04 Int #24 24 24 Gigal el (Uplink to Closet]

® txsw2-iab 1051.0.4 Int#15 15: 15 Gigat el (Aruba 7020 Cantralier)
® txsw2-lab 1051.0.4 Int#13 13: 13 Gigat achock
® txswz-lab 10.51.0.4 Int£3 3 3 Gigabit - Level (Drobo)

Total Netwark VisibilityS

o

The highest utilized of these interfaces should be considered for upgrading to 10Gigabit Ethernet.

Note: Even if a network link has low utilization, it can still benefit from upgrading to 10Gigabit Ethernet,
as the latency to stream small chunks of data across a Gigabit link can be reduced significantly

by increasing the bandwidth ten-fold.

10Gig Interface Report
This report shows all interfaces that are configured for 10-Gigabit Ethernet:

Interfaces

5| T - ErETrTr————

10 Gigabitinterface List sorted by Peak Daily Utilization Rate

Device Name: Device IP Address  Interface Number Description
 Michelob 1000.12 Int #436212736 Ethernat1/11: Ethematti 11 (Viware 10.1 Net}
® Michelob 10.00.12 Int #436212224 Ethernet 1/10: Et 110 (VMware 10.1 Net)
® dev-ubnt-its01 10.1.0.26 Int #2 /MXNETS Ethemet Controller
® dev-rhelB5-01 10.1.027 Int #£2

41 abit interfaces displayed

Over 100Gig Interface Report
This report shows all interfaces that are configured for Ethernet over 100 Gigabit:

Interfaces

S| T . ETTT———

Above 100 Gigabitinterface List sorted by Peak Daily Utilization Rate

Device Name. Device IP Address  Interface Number Description
# Syrah 10.00.1 Int £31 StackPort1: StackPort1
1 total Above 100 Gig réace: y

Total Network Visibility®

o

Total Network Visibility®

<4
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Operationally Down Interface Report
Operationally down interfaces are listed under the "Oper Down" tab

. When the number of operationally

down ports gets too low, additional switch ports should be acquired.

Interfaces

Trunk Ports  <10meg 10meg 100meg 1gig 10gig >100 gig [RECTUsEWl Admin Down  Unknown Protocols  Half Duplex

‘Operationally Down Interface List sorted by Last Used

Device Name Device IP Address  Interface Number Description
hamzss 10.88.0.4 Int#2 VAN 2
hgmxss 10.86.0.4 Int#4 porté: port4
hamzss 10.88.0.4 Int#5 parts: poris
hamzxss 10.86.0.4 Int #6 ports: ports
hgmxss 10.86.0.4 Int#7 port7: port?
homaxss 10.86.0.4 Int#8 ports: poriz
hgmxss 10.86.0.4 Int#3 portg: portd
homaxss 10.86.0.4 Int#10 port10: portt0
hgmaxss 108604 Int#1 port11: part1t
homaxss 10.86.0.4 Int#12 port12: portt2
sviwl 10.50.0.1 Int#2 VAN 2

10.50.0.1 Int#3 port3: port2

Total Network Visibility®

<

This list displays all available (operationally shut down) interfaces on your network, including:

Device name

Device IP Address
Interface Number
Interface Description
Interface Type

Interface Time Last Used

Administratively Shut Down Interface Report

Interfaces that have been Administratively shut down are listed under the "Admin Down" tab:

Interfaces

TrnkPorts  <10meg 10meg 100meg 1gig 10gig >100gig Oper Down [EEIURIEMEN Unknown Profocols  Half Duplex

Administratively Down Interface List sorted by Last Used

Device Name Device IP Address  Interface Number Description
scrappy 101013 Int £2 athermet_32768: Microsoft Kemel Debug Nebwork Adapter (Local Ares Connection® 1)
UBNT 10.50.0.174 Int #5 teq)0: tegi0
sviwl 10.50.0.250 Int #9 ethemetl/4: ethemet14
sviwl 10.50.0.250 Int 8 athemetl/3: ethemet1/3

viw 10.50.0.250 Int #4 ha: ha2
sviwl 10.50.0.250 Int £3 hat: hat
sviwl 10.50.0.250 Int #1 dedicated-hal: dedicated-hat
sviwl 10.50.0.250 Int #13 athemetl/B: ethemet1/3
sviwi 10.50.0.250 Int £2 dedicated-ha2: dadicated-ha2
viwi 10.50.0.250 Int #12 ethemetl/7: ethemet1/7
viw 10.50.0.250 Int #11 ethemet1/5: ethemet1/9

Total Network Visibility=:

@

This list displays interfaces that have been administratively shut down and will not function unless the

interface is enabled and brought back online by the administrator.
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Unknown Protocols

This report shows all interfaces that received a valid frame with unknown protocols. Knowing which
interfaces have devices transmitting strange protocols (IPX, AppleTalk, etc.) can be valuable for reducing
unnecessary broadcasts on your network. This report will disclose the interfaces that are currently
discarding packets.

Interfaces Tatal Network Visibility®

Interfaces Currently Showing Unknown Protocols sorted by Peak Daily Error Rate
Device Name Device IP Address  Interface Number Description

® SantaClara 10.0.0.2 Int £2 Fa0/l: FastEthemet0/0

® Syrah 10.0.0.1 Int #£24

® tempranillo 10.0.0.7 Int #1

® tempranillo 10.0.0.7 Int £3

® Palomino 10.0.0.28 Int £1 Fa/1: FastEthemetOi1

® Alsace 10.0.0.28 Int £2 FaliD: FastEthemet0i0

® Chicago 10.60.0.1 Int £2 Fa/D: FastEthemet0i0

® AustinRTR 10.51.0.254 Int £2 Fa0/l: FastEthemetDil

® DallasRR 10.51.201 Int £2 Fa0/l: FastEthemet0/0

® HoustonRiR 10.51.30.1 Int £3 Fa0/D: FastEthemet0i0

® Sunnyvale 10.50.0.2 Int £2 Fa0/l: FastEthemet0/0

For Example: If AppleTalk, IPX, or IPv6 is configured on two devices, these two devices will send
broadcasts to each other. All other devices on the network will also receive the broadcast frames. These
devices will not know what to do with the packets and will discard them.

Half Duplex Interface Report

Interfaces that are configured for half-duplex or are showing collision counters are displayed on this
report:

Interfaces Total Network Visibility®
B ®
Half Duplex Interface List sorted by Peak Daily Error Rate
Device Name Device IP Address  Interface Number Description
# SantaClara 10.0.02 Int £2 Falil: FastEthemet0in
# Chianti 10.50.0.10 Int #4 11
# Dubonnet 10.0.032 Int £28 2@ 28
# Pacifica 10.50.4.1 Int £3 Fa0i1: Fastthemet0i
# Chardonnay 105042 Int #19 1818
§ total half-duplex interfaces displayed

With modern switched networks, no interfaces should be configured for half-duplex or creating collisions
on the network. This report discloses all interfaces that are either configured for half-duplex operation or
have collision error counters.

Note: If the Duplex value shows a red asterisk (*) behind the label, it indicates that the duplex setting
could not be read from the device because the device does not support RFC 2665. In this case,
the duplex setting is estimated based on the presence or absence of collision error counters on
the interface.
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SD-WAN Monitoring Tab

TotalView’s SD-WAN monitoring report shows details about the health SD-WAN including latency and last
path change. You can filter the report by using the search field at top. The report shows the full route tree
that connects to each link endpoint as well as what occurred along that path, and alerts you to problems
with latency, loss, outages, and route changes.

Open a group to see list of interfaces:

SD-WAN Total Network Visibility®
e ® Service Unavailable ® All O Available O Unavailable
Latency
site Current Average Hops Last Path Change
10.51.0.254 4oms 49 ms + 0 days 03:54:08.58

120.250.3.27 6ms 6ms ®

Click on an interface to see more details:

SD-WAN Total Network Visibility®

Cloud Map to HQ-ATX - Comcast

o HQ-ATX - Comcast Last-5 minute latency: Average latency: Hops: Last lpalh ha inge:
Souca 120250327 ® 6ms ems ° 0 days 00:00:04.41

Response time

d i | " ad ™

Time (hours) ® Latency

Packet Loss

.M Ty A

Time (hours) ® Packet Loss

Porcentage
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Tools Tab

Tools are provided to help locate IP addresses and MAC addresses on your network: IP to MAC address
search, MAC to Interface search, MAC to IP address search, Subnets and VLAN.

Before using any of the tools, you should click on the “Update” button to collect the Bridge table and ARP
cache information from your network.

Tools

IP. MAC, and ARP information updated as of: 2/29/2020, 7:35:32PM & Update _

e
Updating information...

This process may take more than 10 minutes depending on the size of your network and the number of
monitored devices.

After the update is complete, you can choose to download the information to an Excel spreadsheet, or
perform queries against the information.

IP to MAC Address

Determining what MAC address goes with an IP address is easy if your computer is on the same subnet
as the device, but can prove to be difficult if you have many subnets.

From the IP to MAC search screen, enter the IP address that you want to find and click “Search”.

If the IP address was discovered in any monitored device’s ARP cache, it will be displayed along with the
device where it was discovered:

Tools Total Network Visibility®

Downlazd IR MAC, and ARP information to 2 spreadsnest [ Download 1P, MAC, =nd ARF infarmation updated s of 322022, 420.37 AW O Update

[LIMIUEYRIENN  MAC to Interface Search  MAC 0 IP Search  VLAN  OUl Lookup  Unmonitored devices.

Use this tool to s2arch =/ monitored ARP cachas to locate = spacific MAC address for 3 provided IF address or DNS name.

IP Address or DNS Name
10,0021 B

10.0.0.21 was found
IP Address MAC Address ARF Cache

10.0.0.21 40-A3 FO-0DFF-00 Learned from the ARF cache on Syrah {10.0.0.1), interface #34

10.0.0.21 A40-A3-FO-00-FF-00 Learned from the ARF cache on barleywine (10.0.0.33), interface #1

The MAC address will be displayed along with the device and interface where the MAC address was
found in the device’s ARP cache.
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MAC to Interface Search

Locating where a MAC address exists on a switch port can be difficult if you have a lot of switches to
query. This can easily be done on the MAC to Interface Search screen:

Tools Total Network Visibility®
Download IP. MAC, and ARP information to 3 spreadshest ﬂ_’ Download IP, MAC, and ARF information updated as of 3/2/2023, 428:37 AM & Update
IP to MAC Search [NCUREINUCREREUE MAC to IP Search  VLAN  OUlLockup  Unmonitored devices
Use this tool to search 2#l switch interfaces for a specific MAG address.
MAC Address
40-A8-F0-0D-FF-00 E
Use the following format: D-00-00-00-00-00
Switch Name Switch IP Address Interface Number Switeh Interface Description MAC Address MAC Addresses Interface Speed Type
Dubonnet 10.0.0.32 nt #23 223 40-AB-FO-0D-FF-00 ] 1,000,000,000  ethemetCsmacd
Syrah 10.0.04 nt #16 Gi1/014: GigabitEthernet!/0/14 {Dubonnet) 40-AB-FO-DD-FF-00 16 1,000.000,000 ethemetCsmaced
Michelob 10.0.0.12 nt #369098752 port-channel: port-channel (Trunk to Syrah) 40-AB-FO-0D-FF-00 24 2,000,000,000 propVirtual
barleywine 10.0.0.33 nt #1 Port 1: Port 1 (Uplink to Michalob) 40-AB-FO-0D-FF-00 24 1,000,000,000 ethemetCsmacd

Note: Since multiple interfaces were displayed, it is likely that the interface with only one MAC address on it is the specific interface with that MAC address. The other interfaces may be trunks that connect switches to other
switches, and would thus have more than one MAC address on the interface.

Enter the MAC address that you want to search for and click “Search”. The MAC search will look for
device MAC addresses (PCs, servers, phones, etc.) that are connected to switches.

If the MAC address is found on a switch, you will see the Switch Name, IP address and these other fields.

Notice that the MAC address was discovered on more than one interface. The “MAC Addresses” column
will help you to determine how many MAC addresses exist on an interface. This is useful for determining
if an interface is a switch to a switch trunk. If so, then more than one MAC address would exist on the
link. If it is the interface where the device is physically connected to then there will only be one MAC
address connected.

MAC to IP Search

If you have a MAC address and want to know what IP address it is associated with, use this “Mac to IP
Search” tool:

Enter the MAC address and click “Search”.

Tools Total Network Visibility®
Dawnload IF, MAC, and ARP information to a spreadshest ﬂ, Download IP, MAC, and ARP information updated as of 3/2/2023, 420:37T AM &> Update
IP to MAC Search  MAC io Interface Search [ICARICEEUSE VIAN OUlLookup Unmonitored devices
Use this tool to s=srch 2/l monitored ARP caches fo locate  specific IF address for 2 provided MAC sddress
MAC Address
40-A8-F0-0D-FF-00 m
40ASFOUDFFO0 was found
MAC Address IP Address ARP Cache
ADASFODDFFOD 10.0.0.21 Leamed from the ARP cache on Syrah (10.0.0.1), interface #34
A0AZFOODFFO0 100021 Leamed from the ARP cache an barleywine (10.0.0.33), interface #0

You should see the resulting IP address for the MAC address if it was found in any of the monitored
devices’ ARP caches

The IP address will be displayed along with the device and interface where the IP address was found in
the device’s ARP cache.
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VLAN Report
The VLAN report shows all VLANs associated with the device.

Tools Total Network Visibility®
Download IP. MAC, and ARP information to a spreadshest ﬂ’ Download IP, MAC, and ARF infomnation updated as of 3/2/20232, 4:20:37 AM & Update
Device Name IP Address VLANSs in use
Syrah 10.001 defauit, HQ-Data, HO-VMware, HQ-Voice, BGP-TEST, HQ-Transit, CiscoCM, PSVoice, fddi-default, token-ring-default, fddinat-default, tmet-dafault
SantaClara 10.0.0.2 default, fddi-default, token-ring-defautt, fddinet-default, tret-default

Michelob 10.00.12 defaut,
Burgundy 10.0.0.12

Chardonnay 10.0.0.20

Pinot 10.0.0.21 DEFAULT_VLAN

Grenache 10.0.0.25 default, fidi-defaut. token-ring-defaut. fddinat-defautt, trmes-dafaut
Ribolla 10.0.0.28 default, fdi-defauit. token-ring-defaut. fdinatdefautt, tmes-dafaut
Shiraz 10.0.0.35 VLAN #4

Merlot 10.0.0.22 DEFAULT_VLAN

Note: Cisco switches will show the VLANs configured on those switches. Other switches will only show
VLANS if they are in use by a device on that VLAN on an interface.

Page 74



PathSolutions User Manual TotalView 14

OUI Lookup NEW

This tab allows you to quickly look up network device manufacturers based on the OUI part of a MAC
address. For example, the example looked up “cisco”:

Tools Total Network Visibility®

Downlozd IF, MAC, and ARP information to 3 spreadshest ﬂ: Download IP. MAG. and ARP information updated as of 3/2/2023, 42037 AM & Update

IP to MAC Search MAC fo Inferface Search  MAC fo IP Search  VLAN QelURELEUE Unmonitored devices

Use this tool to szareh for a MAG address OUI Manutacturer, or 1o list manufacturer's OUls. Enter at least three ootets of 3 MAG address, or enter the manufacturer's name.
OUl or Manufacturer

ciscd

oul Manufacturer
F4:ED:9E Cisco Systems, Ine
08:4F-AS Cisco Systems, Inc
0B:4F:F8 Cisco Systems, Inc
30:BE:E2 Cisco Systems, Inc
6C:5E:38 Cisco Systems, Inc
D4:8A:35 Cisco Systems, Inc
00:30:85 Cisco Systems, Inc
C4:B3:EA Cisco Systems, Ine

Unmonitored Report

This report shows all unmonitored devices, name IP address, connections, method, platform, and what
they are connected to. Click on the Connect button to check their connections. This uses CDP and LLDP
to determine devices that are not currently monitored in the network. This can be helpful to detect devices
that should be added to monitoring for improved understanding/visibility to the network

Tools Total Network Visibility®
Download IP. MAC, and ARP information to a spreadshest ﬂ:_ Download IP, MAC. and ARP information updated as of: 3/2/2023, 4:28:37 AM  {r Update
Device Name IP Address. Connect  Method Platform 0s Connected To
hqmxB5 o000 LLoP E0553D6DEFS52 Meraki MXB5 Cloud Managed Router Syrah — Int#4
Michelob 100.248.157.00 m Lpoe xus Operating System (MX-0S) Software 7.0(3)1{1b) TAC support Syrah — Int #16

Systems, Inc. All rights

Michelot 100.245.157 60 | (e LLDP B4FBADSADSTA TAC support Syrah — Int #17
=. Inc. All Aights
APDO50.DCEA 2208 10.0.04 EE=) cOPILLDP  NOK-COITZTXAFO0S0.0CEA 2208 T.0({1E) Syrah — Int #13

APD058.DCBA 2208 10.0.0.4 [ Connect Jweg cso0 AIR-AP13221-B-48 Cisco AP al Support Syrah — Int #21

MPLSCore pathsolutionsocal | 182168102 | ({Eaed CDP Cisco 2811 ' 0 Software (
nical Suppart
1856-2010 by Cisco Systems, Ino. Compiled Mon 22-Mar-10 0125 by

EKE-M), Version 15.1(1)T, SantaClara — Int #1

wotevs Cisco comitechsupport
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Ignoring Interfaces

There are three different ways of ignoring interfaces. In the web interface, you can ignore some if you go
to the “Device List” tab and click on a device and then click on the “ignore” link towards the right hand
side of the table for each interface number you would like to ignore.

Devices Total Netwark Visibility®
“« v 5 Y Trafic PoE STP lpventory Descripfion Backup Support Financials Vulnerabiliies
Device SHMP Oper  Admin
Device Name IPAddress  Version Manage CPU Int Down Down Location Contact Uptime
® [&] Pinot 10.0.021 vBe | Tenets % 2 [ top: = com 1184 00h 08m

& Interfaces
-
State
P ignors Queue  MAC

Interface Favortte waW Address Description Wt X L Type Address MTU Type Last Changed

® INT#1 1:1 0 4DagfO0GHTIE metCsmacd | 116 days 00:05:08.05
INTE2 z2 0 4DaBfODdHT3e metGsmacd | 116 days 00:08:10.89
INT#3 32 30 4DagfO0dtfad ethemaiCsmazd | 118 05:10.82
INT#4 44 e 4DaBf DG ethemetCsmacd 08:10.89
INT#5 55 0 1Da87004f3D ethemetCsmacd 05:10.89
INT#6 86 0 4DaBf00GHa ethemetGsmacd | 116 days 00:08:10.89
INT=7 13 e 1Da8f00GH8 ethemetCsmacd | 114 days 03:03:3150
INT#E Y 0 4Da8iO0dIT3E ethemeiGsmacd | 116 days 00.08.10.89
INT=5 oo e 4Da8f00GHIT ethemetCsmacd
INT#10 10: 10 30 4Da8f00diT38 metCsmacd

® INTE11 nn " oe 4028700473 metCsmacd
INT#12 12:12 30 4Da8f00GHFI4 emetCamacd

® INTE13 1313 ) 40287004733 ethemetCsmacd
INT#1L 1414 0 4Da8fO0dFFI2 ethemetCsmacd

® INT#15 15:15 0 4DagfO0dtFI ethemaiCsmacd | 102 days 14:10:52.890
INT#16 18:18 0 40280040 ethemetCsmacd | 116 days 00:06:10.89
INT#7 T 30 4Dagfo0dti2E ethemetCsmacd

If your web interface has been locked, you will not see the “ignore” link in the Device List tab.

Note: The web interface must be in “unlocked mode” to be able to add an interface to the Ignored List.
See the Administration Guide on how to use the Configuration Tool to unlock the web interface.

How to Cancel Ignore

To see ignored devices again, use the Configuration Tool. See the Administration Guide on how to see
ignored interfaces again.
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H VolP Section

The VoIP Section is available by choosing “VolP” in the left panel menu. This will bring you to the VolP
section and tools. A navigation bar at the top of the display shows sub-tabs for phones, MOS, QoS,
SIP-Trunks and Tools.

Phones

Phones Tab

The first tab in the VolIP section is the Phone tab. TotalView makes it easy to discover where all of your
VolIP phones are connected to the network. The Phones tab shows each phone and the health of the
connection to the network.

Phones Total VolP Visibility®
VolP devices discovered on the network Informaticn updated as o 1/28/2023, 216:53 FM £ Update [
VolP Device Switch and interface where ValP device is Connected Peak Peak Daily Utilization
Daily
mac Err
IP Address  Connect MFG Platform VLAN PoE Switch Interface Interface Description Addreasas Uptime Rate Duplex Tx Rx
10.0.0.108 Falycom(Zoom) DEFAULT_VLAN |  6.40'W | Dubonnet ® It #18 | 18 18 118 days 00:40:48.60 | 0.000% | Fu 0003% | 0.000%

1
10.50.0.114 | [[EEEEEY | Poiycom(Zoom) | 10.50.0.114 | VLAN 0 Unknown | svsw2-shed | ® Int#3 | Port3: Port3 1| 12days06:47:22.78 | 0.000% | Full" 0.018% | 0.002%
10.0.0.104 Falyoom DEFAULT_VLAN | 12.04 W | Dubonnet eint#s 20 1| 40days08:34:32.04 | 0.000% | Ful 0.000% | 0.000%
WL LE I Connect IR - default 12.84 W txswi-lab-PoE | @ Int#1 | 1: 1 Gigabit - Level (TP 55 Phone) 1| 51 days 03:49:07.00 | 0.000% | Full* 0.027% | 0.003%

Records 14 of 4 dispiayed{ 100 per page

The location of all VoIP phones in your network are detected by looking for the MAC address prefixes that
VoIP phones use.

To learn the current location of phones, click the “Update” button to collect the bridge tables and ARP
cache information.

In a few moments, you should see the phones in your environment along with the switch ports where they
are connected.

If you notice that there is more than one MAC address on the interface, it would indicate that a PC is
hooked up to the phone.

The error and utilization rates are shown for each switch interface to inform you of the health of these
connections.

Note: If you have VolP phones that are not showing up in the list, you can add device manufacturer
OUls (Organizationally Unique Identifier) to the OUIFilter.cfg file. Look in the Administration
Manual under “Configuring Additional OUI’s for Phone Tab” for additional information on this.

Additionally, VolP VLANs can be added to the VoiceVLAN.cfg file and any devices found on
these VLANSs will be added to this tab.
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MOS Tab
The MOS tab displays the MOS graphs for each monitored device on the network:

L3 Qo5 calls SIP-Trunks Tools

P Round-Trip MOS Score from TofalView to Network Devices Group: All -

Device Name Device IP Address stats MOS Score

® hqmxss 1088.04 Max: 44

Avg: 44 4
Min: 44 3

0AM 12PM ey Y M M 10PM 12AM 22m am sAM BAM  foAM  1PM 2PM e M

MOS Score

® hqpatsn 1088.05 Max: 44

Avg: 44 4
Min: 4.4 )
2
1
0

1AM 12Pm »u Y M M 10PM 12AM 22m aam AM sAM  toAM  1PM 2PM e M

MOS Score

® Syrah 10001 Max: 44

Avg 44 4
Min: 44 2
2

1AM 12 ey Y &M M 10PM 12AM 2am 4am sam sAM  toAM  1PM 2Pm #m P

MOS Score

® SantaClara 10002 Max: 44

5
Avg: 44 s
Min: 44 | 8 3

2

1

[

Device MOS Score, Latency, Jitter, and Packet Loss

MOS Score

TotalView is able to provide visibility into the DSCP, Packet Order, Latency, Jitter, Packet Loss, and MOS
score for any monitored device.

To get this information from the MOS tab: select a device by Device Name, and a report for that device
will be called that includes the MOS score, latency, jitter and packet Loss graphs.

During its communications with each monitored device, PathSolutions TotalView tracks the peak and
average latency, as well as the jitter, packet loss and MOS score.

This creates the ability to monitor devices across a WAN or the Internet and know how stable the
connection is.
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This information is available below the Aggregate Peak utilization (and CPU and memory graphs if itis a

Cisco device) on the device page:

MOS score to device and back

5
a
g
8 s
@
§ 2
1
o
06124 0624 06724 06124 06124 06125 06125
05:00 09:00 13:00 17:00 21:00 01:00 05:00
® MOS Score
Latency to device and back
20
‘-é 15
2 10
g s
0
06724 0624 06/24 06124 0624 06i25 0625
05:00 0s:00 13:00 17:00 21:00 01:00 05:00

@ Max Latency @ Avg Latency

06125
09:00

0625
09:00

Jitter to device and back
5
% 4
3R]
g
| B
i 2
S LA I A |
0
06/24 06/24 06124 06124 06124 06125 06125 06125
05:00 09:00 13:00 17:00 21:00 01:00 05:00 09:00
@ Jitter in MS.
Packet loss to device and back
1%
0.8%
&
g oew
H
E 0.4%
& paw
0%
06124 06/24 06724 06124 06124 06125 06125 06725
05.00 09:00 12:00 17:00 21:00 01:00 05:00 09:00
@ Loss

If at any point there is a spike in latencyi, jitter, or loss, the graph point can be clicked on to view additional

information of inter-link information between all involved devices along the path.
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QoS Tab: QueueVision®
The QoS tab reports on device names, descriptions, and daily utilization.

QueueVision shows the QoS queues configured on Cisco routers that have MQC (Modular QoS CLI)
configured. This gives historical visibility into queue usage along a call path:

Qos Total VolP Visibility®

Device Name Interface Number Deseription Queus Type  Gueues Daily Utilization

@ Transmitted @ Recsived

® AustinRTR Int#t Sel1/0: Seral/ 10 CBQoS 3

® DallasRtR Int#1 ‘S0/1/0: SanalD/ 10 (WAN link to Austin) ©BQoS 3 1
§ 12
):|
3 04
e
® SantaClara Int# Se00/0: Serial0/0 CBCoS 2
.
5 i
3
# Transmitted @ Received
o o T = :

@ Transmittzd @ Recsived

Inside a call path map, if a Cisco router configured for CBQOS is configured, it will display the queues in-
line with the interface information.
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The above below shows that there is a high-priority VolP queue configured and a default queue.

m Queues

Queue: VOICE (High priority VoIP RTP)

Match dscp af13 (14)

Bits

@ Policy Match @ Queue Drop

Queue: class-default

Bits

Match any

® Policy Match @ Queue Drop

Outbound QueueVision

Class-Based Quality of Service (CBQo 5): WAN-EDGE | Serial interface policies)

PolicyMap WAN-EDGE (Serial interface policies)
ClassMap VOICE (High priority VoIP RTP) 3951541728 5156400
queueing
matchStatement Match dscp afl3 (14)
ClassMap class-default 2114997735 1476047304
queueing
matchStatement Match any

Calls Tab (Deprecated)

There is no longer a Calls Tab in the latest version of TotalView 11. However, you can still get a Call Path
Map between endpoints for calls. Go to the Network Section, Path Tab (Navigation > Path) to get the Call
Path Maps.
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SIP-Trunks Tab

TotalView reports on the status, health, and performance of SIP Trunks on this tab, including latency and
last path change. You can filter the report by using the search field at top, and open/close the named
sections

SIP-Trunks Total VolP Visibility®
B
® Service Available @ Service Unavailable A ® Al Available Unavailable
Latency
Name site Current Average Hops Last Path Change
Default (1 service) «
® icmp ICMP Test (10.1.0.15) oms 3ms 1 1days 04:08:25.68

QueueVision also shows the match criteria to use each queue if you click on an interface.

= SIP-Trunks 0 Total VoIP Visibility®

Cloud Map to Skype for Business

C_§;. Skype for Business Last-5 minute latency: Average latency: Hops: Last path change:
global.irskype.com (13.107.62) e Up 2T ms 2T ms 18 0 days 07:06:31.31

Response time

Latency

2PM 12AM 12PM 12AM 12PM 12AM 12PM 12AM 12PM 12AM

Time (hours) ® Latency

- Va1 0 Ll

12PM 12PM 12AM 12PM 12AM 12PM 12AM 12PM 12AM
Time (hours) @ Packet Loss

\,

,:\@.EI/\I,.ilu o p o & 0 o/
- ' \/ N/

4+ Back
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Tools Tab

Under the “Tools” sub-tab are tools that can be used to test and troubleshoot VolP environments,
specifically, under the Phone Locator and Phone Simulator tabs and Assessment sub-tabs.

Phone Locator
This is a tool to locate a phone on the network by entering the IP address.

Tools

U ERRLE AT Call Simulator  Assessment

Use this togl to s=arch 'l monitored ARP caches 1o locate the switch interface that has MAC address for 3 provided IP address with the fewest interfaces

IP Address

10.50.0.114

Use the falla

10.50.0.114 is connected to the svsw2-shed switch Interface #2 Port 3.

Call Simulator

The Call Simulator Tool and Call Simulator Batch Tool are computer programs you can run when you
would like to test a VolP call. See the section “VolP Programs” (on page 144) for more details.

Tools
“olP, Video. and Dats test tool Batch process generator for the Call Simulator
Download Call Simulator Download Call Simulator Batch Tool
Download Call Simulation chent { email link ) Download Call Simulator Batch Tool { mail link )

Assessment

The PathSolutions TotalView assessment module also gives you the ability to acutely analyze your
bandwidth constrained links and their QoS configuration from the “Assessment” sub-tab. You can
download and print a Comprehensive Assessment Report by clicking on the download button.

Tools

FPhone Locator Call Simulator QEEEEEENGEH

Total VolF assessment of all interfaces

Downiload Assessment Report

This is a single downloadable report that includes information from many different parts of the system.
This can be used as a complete VolP assessment of network conditions and errors.
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u Server Monitoring Section NEW

From the left side panel, select the “Servers” tab or the server icon. Our server monitoring operation
monitors all servers in your domain automatically (both Windows and Linux), inventories all the Servers in
your Organizational Unit (OU), shows you the server issues and provides server tools. TotalView monitors
all drives, CPUs, memory, and services. From the “Windows” and “Linux” tabs you may review
manufacture, IP address, OS and CPU types for servers, such as in this example:

Windows

» [RY— o L

1P Address Connect  Manufacturer os CPUType
Custom Systems\QA Servers (1 server, ® 1 with an issue) «
® QASRV1 10.1.0.19 ) Wware. Inc. Microsoft Windows Server 2016 Standard v10.0.14303 2 sockets, 2 cores, 2 logical processors
Custom Systems|QA Servers\Path Insight (3 servers) ~
Custom SystemsiTotalView Lab Systems (6 servers, ? 1 with a communication failure) ~
? MYSTERYMACHINE 1000.17
® sCo0BY 6
® SCOOBY-DUM
® SCRAPPY
® SHAGGY
® VELMA
Custom Lab
® DEV-TOOLS-2016
F] ® FRED
Domain Controllers (2 servers) ~

Health

Notice the spreadsheet button on the top right. You may download a spreadsheet report(s).

Iltems that have a red dot beside them indicate a problem by colorizing the problem in the report red.
Iltems that have a green dot have no discovered problems.

Select the “Connect” button beside any server, to detect what services are running. If you click on a

Server Name, a miniport scan will pop-up to show you what services the Server Name has, whether

Telnet, SSH, Web, HTTPS, FTP or RDP. The open connections are in blue type. If you click on one of
them, you will connect to that server’s service.

n Server Name Connect Processes

Domain Controllers «

® HQVDC1 (=Ll | Processes

® DAPHNE Web HTTF'S FTP RDP
Health Custom Systems\QA Servers a

® QA-PI1O Processes

Note: To connect to Telnet, SSH, or RDP, you will need to set up your browser to recognize/support
that protocol launch link. For assistance with setting up RDP links, review this article in the
Knowledgebase: Enable Remote Desktop (RDP) Link from TotalView Ul
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Windows tab

On the Windows report tab, by default the “General” view shows the Window servers’ Processes,
Services, Users, Flows, Locale, CPU, RAM, User Sessions, and partitioned disk information.

Note you can toggle open and closed different subsections, and/or can find specific servers by entering
them into the filter field at top of the table.

Windows
® Healthy @1, 2 Comm fail @1  General
‘Server Name 1P Address Connect  Processes Services. Flows Locate cPy RAM User Sessions Disk 0 Disk 1 Disk 2
Custom Systems|QA Servers (1 server, ® 1 with an issue) ~
® QASRV1 10.1.0.19 =) Processes ® Services Flows Locate 0% 451Gb 2 Users 17.49 Go 53Gb 200Go

Custom Systems\QA Servers\Path Insight (3 servers) ~
Custom Systems!\TotalView Lab Systems (6 servers, 7 1 with a communication failure) «

? MYSTERYMACHINE 10.00.17 =) Processes Services Flows Locate

® SCOOBY =) Processes ® Services Flows Locate 0% 1 Users
® SCOOBY-DUM ) Processes ® Services Flows Locate 1Users
® SCRAPPY =) Processes Services Flows Locate 3 Users
® SHAGGY =) Processes Services Flows Locate NA
o VELMA G Frocesses @ services Flows Locate 4 Users
Custom Lab Servers (2 servers, ® 1 with an issue) «

® DEV-TOOLS-2016 =) Processes ® Services Flows Locate 14% 5 Users
® FRED =) Processes Services Flows Locate 29 19 Users

Domain Controllers (2 servers) ~

Select the “Inventory” tab to review the servers’ manufacturer, OS and CPU type. The Inventory tab looks
like this:

Windows

® Healthy ®Issve  ? Comm fail x4 Inventory

Server Name IP Address Connect  Manufacturer os CPUType

Custom Systems\QA Servers (1 server, ® 1 with an issue) «

® QASRV1 10.1.0.19 Viware. Inc. Microsoft Windows Server 2016 Standard v10.0.14383 2 sockets, 2 cores, 2 logical processors
Custom Systems\QA Servers\Path Insight (3 servers) ~

Custom Systems!\TotalView Lab Systems (6 servers, 7 2 with communications failures) ~

? MYSTERYMACHINE 10.0.0.17
@ SCOOBY o 8
@ SCOOBY-DUM

® SCRAPPY

? SHAGGY

® VELMA

Custom Lab
® DEV-TOOLS-2016 10.1.0.31
® FRED 10.1.0.15
Domain Controllers (2 servers) ~

ogical processors

2 sockets, 2 cores. 2 logical processors

.

ViMware. Inc

e The “Connect’ tab is also available on this tab, to learn more information about that server's
operating connections, whether Telnet, SSH, Web, HTTPS, FTP or RDP (as previously
illustrated).

e Processes links show processes on the server in more detail.

e Users links show who is logged in to a machine, their security rights and what group
memberships they are in.

e Flows links show NetFlows to and from the box, who and where is it communicating.

e Locale links show where the box is physical connected, which switch and interface.

e The CPU column shows you the current aggregate CPU utilization of the server._

e The RAM column shows you the amount of free RAM.

e The User Session column shows how many users are logged in.

[ ]

The Disks columns show how much free is on each servers’ disk(s).
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Select any Windows server by name to get a full picture of their health with graphs and diagrams:

| Windows ‘VVL "

4 ko Sever it Genea

Server Name IP Address. Connect  Processes Services Flows  Locate  CPU RAM User Sessions Disk 0 Disk1  Disk2
® scooey 1000.18 =) | Processes Services Flows | Locate 2% 40.71Gb 1Users 347.12Gb

CPU 2 sockets, & cores, & logical processors

lization

[T

WM_LL#,AWMM

Time ® Utilization

RAM 5152 Go

Froe memory

Time ® Free memory
Disks

: o

Total 438.12Go
Free (70%) 347.12Gb

Jan 28, 2023, 10:18:14 am
[l Free space: 347.11 Gb

Free space

Time Free space

Select “Processes” to get a list like this example of processes running on a server: PID, CPU, Memory,
I/O write, and user names. There is also a refresh button, and the ability to “Kill” any process here.

HQVDC1

Process name
System
SMSs.exe
CSrss.exe
wininit.exe

CSrss.exe

PID CPU Memory /0 Read 'O Write User Name Kill

4 0% 2867Kb 0 0 m
272 | 0% | 266.24Kb 0 0 | NTAUTHORITY\SYSTEM m
364 0 % 117 Mb 0 0 | NTAUTHORITY\SYSTEM m
468 | 0%  720.90Kb 0 0 | NTAUTHORITY\SYSTEM m
476 0% | 835.58 Kb 0 0 | NTAUTHORITY\SYSTEM m

If you select “Kill” there is a fail-safe popup menu where it asks if you want to kill a process. Select yes or

else cancel.

Select “Services” to get a list of services and details about their alerts, startup types and service status,
like this example. The interface allows for you to start, stop, pause and resume services here.

If an item has a dot under the “Alert” column, that means an alert has been setup to notify an
administrator if a service has been started, stopped, paused, or resumed.

HQVDC1
Service name Service Control Alert Startup Type Service status
Active Directory Web Services Stop L ] Auto Running
AllJoyn Router Service @ ® | Manual Stopped
Application Layer Gateway Service m L] IManual Stopped
Application Host Helper Service e  Auto Running
Application Identity m ® | Manual Stopped
Application Information @ ®  Manual Stopped

Page 86



PathSolutions User Manual TotalView 14

Select “Users” to get a list of logged in users, like this example:

() about:blank

Logged in users:
« PATHSOLUTIONS\swinter
« PATHSOLUTIONSWsukhorukoy

Select “Flows” to get a list of NetFlows. This popup report allows you to see any NetFlow source and
destination protocols, their date and time, protocol, address, port and location, and allows you to scan
the flows for more information:

Flows to/from 10.1.0.20 (HQvDC1.pathsoclutions.local) =
o
Protocol Part/Service DSCPTOS Top-10 IP Addresses
@ Tce [ Ei ® oxo0 (D) @ 10.50.0.165
@ uoe @5 ®ox2(2) @ 10.89.0.31
@ icmp o 45 @ 10.89.0.182
443 8.8.8.8
0 52.114.133.60
[ K @ 204.61.216.50
@ 216.239.32.10
@ 216.239.38.10
@ 216.239.34.10
Other
x| Source Destination
DSCP
Date/Time Protocol Address Scan Port Location Address Scan Port Location Bytes ToS
Jan 04 23:42.07 UDP 10.1.0.20 [ Scan ] 60039 Internal dns.google [ Scan ] 53 8.8.88 88 0x0 (D)
Jan 04 23:42.06 ICMP 10.1.0.20 [ Scan ] 0 Internal 10.255.12.2 Scan 0 Internal 78 0x0 (D)
Jan 0423:41:29 uDP 10.1.0.20 [ Scan | 59816 Internal dns.google [ Scan | 53 88838 111 0x0(0)
Nov 16 06:38:19 uDP 10.1.0.20 [ Scan | 59474 Internal dns.google 53 88838 102 | 0x0 (D)
Dec 02 08:09:14 uDP 10.1.0.20 [ Scan ] 53 Internal 10.89.0.182 [ Scan ] 58302 Internal 258 0x0 (D)
Dec 02 02:09:14 UDP 10.89.0.182 [ Scan ] 58302 Internal 10.1.0.20 53 Internal 77 0x0 (D)
Jan 04 23:41:08 ICMP 10.1.0.20 [ Scan ] 0 Internal 10.255.12.2 [ Scan ] 0 Internal 78 0x0 (D)
Dec 02 08:08:50 UDP 10.1.0.20 [ Scan | 53 Internal 10.89.0.182 64431 Internal 91 0x0 (D)
Nae 02 080850 1nP 10.89.0.182 [ c-p ] 4431 Internal 10.1.0.20 [ oo ] 52 Intarnal 75 0x0im 24

Select “Locate” to locate a device by IP address and match it to a device and interface:

Looking for: 10.1.0.17
Matched devices and interfaces

Device with IP Address 10.1.0.17 found connected to the Michelob Multilayer Switch Int #436210688
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Linux tab

Linux servers are now automatically monitored just like Windows servers. On the Linux tab, select the
“General” sub-tab for each server’s general information: IP address, Daemons, flows, location, CPU, RAM

and volume space.

”

Similar to the Windows tabs: you can use the filter to filter on specific servers, and/or select the “connect
button to view connections, select the “flow” links to review NetFlows, and select the “locate” links to find

locations.

Linux
©® Healthy ®Issue  ? Comm fail General
Server Name IP Address Connect Daemons Flows Locate cpPu RAM Volume
Headquarters (2 servers, ® 2 with issues) «
® dev-ubnt-its01 10.1.0.28 =) paemons Flows Locate % 5 Go
® dev-rhel85-01 10.1.027 =) Daemons Flows Locate 1% 1155 Go
Select the Linux “Inventory” tab to see the server’'s manufacturer, system description, and CPU type.
The Linux inventory tab looks like this:
Linux
ealthy ®Issue  ? Comm fail Inventory

Server Name 1P Address Connect Manufacturer System Description CPU Type
Headquarters (2 servers, ® 2 with issues) «
® dev-ubnt-its01 0.1.0.28
® dev-rhel85-01 7

Select any Linux server by name to open a full report on the server’s health, with graphs and diagrams:

Linux
Solutions < Backto Server List Y coir |
Server Name IP Address Connect  Daemons Flows Locate cPy RAM Volume
TotalView ® dev-rhel85-01 10.1.0.27 [ Connect JIERLEEY Flows Locate 1% 374 86 Mb 11.55 Go
Poll: 0
Last: P i - R - .
CPU 2 x Genuinelntel: Intel(R) ¥eon(R) CPU E5-2670 0 @ 2.60GHz
Health:
5
%
Dashboard o
E
K
VolP
Time ® Utilization
EEE RAM 12Gs
Services
z
g
NetAlly g
@
2
B S et O I AOS E B B
Time ® Frzz memory
Disks
o
2
o
o
Total 17.681Gb 2
Free {85%) 11.55 Gb
Time Free space

Page 88



PathSolutions User Manual TotalView 14

Issues Tab

This report shows issues with servers. You can filter on the columns for OS, Servers, and types.

Windows Linux [EXTT2Y Tools

Sl os Server Type
Details
[} DEV-TOOLS-2016 Service Server service totalview monitor not running: Stopped
o QASRV1 Disk Server low free disk space on drive h:: 13.84 M8
A dev-ubnt-its01 RAM Server low RAM: 170.61 M8
A dev-rhel85-01 RAM Server low RAM: 372.20 M8

Click on a server on the list to be taken to their full health report:

windows [T |
4 Back to Server List General

Server Name IP Address Connect Processes Services Flows Locate CPU RAM User Sessions Disk 0 Disk 1 Disk 2

® QASRV1 10.1.0.19 =) | Processes ® Services Flows | Locate 3% 451Gb 2Users 17.49Gb| 53Go 200 Go

CPU 2 sockets, 2 cores, 2 logical processors
100%

80%
60%
40%
20%
0% MML_LM
6PM 8PM 12AM 2AM M SAM sAM 10AM 12PM ¥M
Time ® Utilization
RAM 6.44 Gb
76Gb
6Gb
£ seb
§ 4Gb
¢ 300
£ 26Gb
o«
1000 Mb
0b
5PM ePM 10PM 12AM 2AM 1AM SAM 8AM 10AM 12PM M
Time ® Free memory
Disks
45Gb
40Gb
o 35Gb
g 3060
© g 256b
e 20Gb
Total 4238Go 2 :ggg
Free (41%) 17.40 Gb 5Gb
0b
SAM 12PM M oM sem 12 M SAM SAM 12PM
Time Free space
6Gb
5Gb
] § 4ob
e: Small Second 8 36
°
Total 52260 £ 26
Free (09%) 5.3 Gb 1000 Mb
0b
3AM 12PM ] sPM 3PMm 12AM 3aM SAM SAM 12PM
Time Free space
2en
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Tools Tab

On this tab, you can search for a logged in user. Enter their name into the field and select the “search”
button to find out when a user was logged in, and their last logged in time:

Tools
|5w nber || Search |
Servers where swinter is logged in Last logged in time
User swinter legged in on 10.1.0.15 (Fred.pathsolutions.local) Feb 01 14:18:37

Page 90



PathSolutions User Manual TotalView 14

n Services Monitoring Section NEW

The Services report shows you the services/functions running in the network: all the devices that use
each service/function, and health statistics about them in terms of the functions, protocol/port, frequency,
last change, uptime, overview and a graph of their usage,

® Service Available @ Service Unavailable — Waming  Colaose 4l

Filter Services

Deseription Address ProtocoliPort Frequency Last Change Uptime  Owverview

World [4 services) ~

@ Google zearoh = TPE) w50 | Ga7sroveazs | coosss (IR S I R
* Cop essie wmpataonscom  TGP(an  1mn | 051031 ovzves | cowoss | S
» Loaras S kOt ueserpton.com | TCP (83 1min | 100031 012422 | oe.7aos | |
o Googe - 0s . googie oUP Tmn | ootoet ovzoze | oo v | S [

HQ-Lab {9 services) «

® Fred development TotalView | fred pathsolutions.local TCP (443) 20 sec 142z14 012822 | cocos: I
® \elma development TotaView | velmapathsolufionsjosal | TCP (442) | 30sec 1ziT10012322 | 7ezzsx 11
® Scrappy development TotalView | serappy.pathsolubions.local | TGP (443) e 1zpsdovivzs | ceceox | [

*® Scocby development TotalView | 10.0.0.18 TCP(482) s x40 oizezs | cecesk | (IR
® Casrests 1060 10 TCPE3) s | ooma00vzazs | soeress NN S S S
* HavDcor o 101020 ToPEs) s | totkdsmovzz | ooocos [
» DaprmesiiTe epme pasciuions el | TCP (2 Sases | 031740 0vzrzs | oo ooes | B S
 Daphne-ADWS dephne pathsoitionslossl | TCR (443)  30sec  m3Ts0mizsze | cesrr NN e e——
TH-Lab (2 services) -

o st ot 10510254 W smn  opeztzouiezs | cososs N E
SV.Lab (1 service) «

o s Fraval 105001 o smn  ouiei0oovzszs | sesw [

Reflectors-TCP (3 services) ~
Reflectors-ICMP (3 services) =

You can toggle open and close the different named services, and/or can find specific service types by
entering them into the filter field at top. Here’s an example of a simple filter:

® Service Availzble ® Service Unavailable — Waming  Colleose All

Description Address ProtocolPort  Frequency LastChange Uptime  Overview

Warld (4 services) «
HG-Lab (9 services) ~

#® Valma development Totalview | velma pathsolutions local | TCP (443) 30see 13:17:1001/23/23 | 70.825% _— || _

0101 o1ne 0m7 oue o3 016 o1r1g ovzz 0125 ovza

12ms
10ms
sms
&ms

Latancy

4ms

e | | [ R 1 | 1 1 Lo
oms

4Pm 5FM 8PM 10PM 12AM 28M am sAM X 108M 12PM 2¥M
® Latency  ® Outsge

TH-Lab (2 services) «

SV-Lab (1 service)

Reflectors-TCP (3 services) ~

ReflectorsICMP (3 services) -
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Select any server/lab/function named on the list, and it will open a list of devices that use that service,
and a health statistics about them: their address, protocol/port, frequency, last change, uptime, overview
and a graph of their usage,

® Service Available @ Service Unavailable ~ Warming  Collapse A1

Description Address ProtocoliPort Frequency LastChange  Uptime  Overview
World (4 services) a

® Google search google.com TCP (80) 10sec 031737012822 cocesw (NIRRT
o Corp vitate v pstsserscam | TCP(43) | imn | 051031012923 | oo | S S S N
o Uoerse Sever s isvsserfoncom | TCP (443 | Tmn | 100931012423 | o0750% | | S S
® Google IP4 DNS dns google IcMP 1 mn 05:19:31 012322 | o0.c64% | I
HQ-Lab (9 services) «

o Fred eveopment TotlVew | fedpatsoionsiocal | TCP(M3) | Msec | 143314012623 | o0.co3% | [ S|
® Veima development TotalView | velma patsoitions ocal | TCP(443) | 0ses | 134710012322 | 7o25% | [ R 1| —

® Scrappy TotalView ocal | TCP(443)  |30sec | 14:20:5401/17/23 | 90.000% | [
0101 o104 oer oo o1 o6 o118 2 0125 o
Sms

4ms
g‘ 3ms
w2
1ms
Oms

L PM sPM 10PM 12AM 2m an cAM M 10AM 12PM M
® Latency @ Outage
@ Scocty deveopment TotVew | 100018 T [ [oairaooizezs| seces | NI
12ms
10ms
7 oms
§ oms
B ams
2ms
oms
M PM sPM 10PM 12AM 2AM aM saM saM 10aM 12PM 2PM
® Latency @ Outage
o Syaneng w0001 WP [abses | Garraoovzs2a | oo s | N
® Daphne-DNS 100010 TCP(53) | Msec | 031740012822 weo7ex | NI R R ——
© HQVDCO1-ONS 10.1.020 TCP(53) | 0sec | 19:14:45 1104722 | 100.000% | e ———
o Osprmesue sapmma pahiotons oca | TCP (25 | 0ses 021740012622 | o cosss | [ e
© DaphneA0WS caphme pathsoiutons local | TCP (443) | 0se0 | 03:17:400v2522 | 90.077% | [N e
TX-Lab (2 services)
o DX Fresa 105101 oM [smn | ovazrz0u1e23 | socess: | I
® Austin Router 10510254 icme 5mn 00:42:1201/1422 | 00.065% | [ e ——
SV-Lab (1 service) ~
o SV Freval 105001 VP (sma | onie100v2572 | sescos | I
Reflectors-TCP (3 services) v
Reflectors-ICMP (3 services) v

You can slide the gold bar above the timeline and make it wider or narrower, in order to view different
time periods:

4ms
g 3ms
% oms
x

tms

Oms

4PM 6PM SPM 10PM 12AM 2AM Aam SAM 8AM 10AM 12¢m M
® Latency @ Outage
@ Sccoby deveopment ToalView | 100010 Te@n B |wraozez| wess I R
0101 o1os over o1 outa o6 o119 ovz2 o2s o8
200ms
150ms
g
$ 100ms
z
50ms
g L L L 2 L . il
12AM 12aM 12AM 122M 12AM 1228 12Am 122 12 12aM 12AM 12AM 1AM 12AM

® Latency @ Outage
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n Client Monitoring Section

From the left side panel, select the “Clients” or select the client monitoring icon in the collapsed menu.
This report shows you all the items plugged into the network, each computer, printer and device. You can
quickly see what's on your network, where it's connected, and who it talks to.

You can search and filter for different clients, by manufacturer, name, group, and location. At the top left
of the screen, a pie chart shows the percentage of devices. You can easily select from the pie chart or
the legend to filter the list for devices made just by that manufacturer.

Manufacturers

@ -unknown- Ciseo Systems, Inc: @ HPN Supply Chain @ Nest Labs Inc: Ruckus Wireless

@ AMPAK Technology, Inc. @ CyberPower Systems, Inc. HVE, Inc. @ OpenGear, Inc @ SAMSUNG ELECTRO-MECHANICS(THAILAND)

APC by Schneider Electric @ O-Link International @ Hewiett Packard PC Engines GmbH @ Seiko Epson Corporation
\ ARRIS Group. Inc. @ Data Robotics, Incorporated @ Hewiett Packard Enterprise Palo Alto Networks @ Shenzhen Advanced Video Info-Tech Co., Ltd.
\ Amazon Technologies Ine. @ Dellinc @ Hui Zhou Gzoshengda Technology Co.LTD Flugable Technologies @ TRENDnet. Inc.

@ Apple, Inc. Extreme Networks, Inc. @ ntel Corporate @ Poly o

@ Aruba, a Hewlett Packard Enterprise Company @ Fortinet. Inc @ lomega Corporation @ Polycom Ubiquiti Inc

@ AzureWave Technology Inc @ GIGA-BYTE TECHNOLOGY GO.LTD. @ Luxshare Pregision Industry Company Limited @ ProCurve Networking by HE' @ VMvzre, Inc.

@ Brocade Communications Systems LLC @ Google, Inc. @ Micro-Star INTL CO., LTD. REALTEK SEMICONDUCTOR CORP. @ Vizio, Inc

l‘ Cisco Meraki @HP Inc. @ Murata Manufacturing Co., Ltd Roku, Inc @ WE STERN DIGITAL
i} 13 3

Search
1P Address Manufacturer Switch Interface Last Changed Connest  Scan  Domain
stout pathsalubions Jocal (10.:20.0.1) Exdreme Netwarks, Inc. Found in ARF cache on Boston Int #2 [ Gonnect I Scan
granache pathsclutions leeal (10.0.0.27) Cisco Systems, Inc Found in AR cache on barleywine Int #0 [ Connect I Scan |
10.0.0.120 (10.0.0.120) CyberPower Systems, Inc. Dubonnet ® Int#47 116 days 01:40:01.46 [ Connect Il Scan |
HOVDCH pathsalutions local (10.1.0.20) WMware, Inc. Found in ARF cache on Syrah Int #41 [ Connect I Scan |
10.200.20.11 (10.200.20.11) VMware, Inc. Found in AR cache on SV1-SW-01 Int #62 [ Gonnect I Scan
10.200.10.50 (10.200.10.50} VMware, Inc. Found in ARP cache on LAB-C3800-CL Int #1 [ Connect Il Scan ]
10.200.20.16 (10.200.20.16} VMware, Inc. SVI-SW-01 ® Int #59 55 days 22:12:02.18 [ Connect Il Scan |
ps-vcsa. pathsalutions local (10.1.0.5) VMware, Inc. Found in ARP cache on Syrah Int #41 [ Connect Il Scan |
10.200.20 48 (10,200 20.49) VMware, Inc. Found in ARF cache on SV4-SW-01 Int #62 E3E E)
10.0.0.28 {10.0.0.28) Ciseo Systems, Inc Found in ARF cache on barleywine Int #1 [ Connect I Scan |
10.0.08 (10.0.0.8) P Engines GmiH barleywine & Int #17 42 days 12.37:07.63 [ Connect Il Scan |
10.51.0.66 (10.51.0.66) PC Engines GmbH txsw2-lab ® Int #13 82 days 23:11:02.00 [ Gonnect Il Scan |
10.50.0.3 {10.50.0.3) Hewlett Packard Found in ARP cache on sviw Int#0 [ Connect B Scan |
10.50.0.62 (10.50.0.68) Tive Found in ARP cache on svswi-office Int #1 [ Connect I Scan |
10.60.0.2 (10.60.0.2) Ciseo Systems, Inc Found in ARP cache on Chicago Int #2 [ Connect Il Scan ]

You may also hover over the Manufacturers pie chart in the left side to see the name of the manufacture,
and select this way as well. Here is an example of selecting the largest wedge to find out it is for Cisco
Systems

Manufacturers

@ -unknown-
@ AMERICAN POWE
| ARRIS Group, Inc.

Adiran Inc
Allied Telesis Labs

@ Apple, Inc.
@ Aruba, a Hewlett P

[7] Cisco Systems, Inc: 26.35% [ et il
. B AzureWave Techm
i Brocade Commun

Upon selecting that wedge, you can get a filtered list for the Cisco Systems devices:
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Manufacturers

o,

IP Address

@ -unknown-
@ AMPAK Technalogy, Inc.
APC by Schneider Elestric
ARRIS Group, Inc
Amazon Technologies Inc
@ Apple. Inc.

Cisco Meraki

stout pathsaluions.local (10.30.0.1
grenache pathsolutions oeal (10.0.0.27)
10.0.0.120 (10.0.0.420)

HOVDCH pathsolutions local (10.1.0.20)
10.200.20.11 (10.200.20.11)
10.200.10.50 (10.200.10.50)
10.200.20.15 (10.200.20.16)

ps-vesa pathsolutions local (10.1.0.5)

10.200.20.4 (10.200.20.48)

@ Aruba, a Hewlett Packard Enterprise Company @ Fortinet, Inc
@ AzureWave Technology Inc.
@ Brocade Communications Systems LLC

Cisco Systems, Inc
@ CyberPower Systems, Inc.
@ D-Link International
@ Data Robotics, Incorporated
@ Delline

Extreme Netwarks. Inc.

@ HPN Supply Chain
HVE, Ine.
@ Hewiett Packard
@ Hewiett Packard Enterprise

@ ntel Corporate
@ lomega Corporation

@ GIGA-BYTE TECHNOLOGY CO.LTD. @ Luxshare Precision Industry Campzny Limited @ ProCurve Networking by HP

@ Google, Inc
@HPInc

@ Micro-Star INTL CO., LTD.
@ Murata Manufacturing Co., Ltd

Manufacturer Switch Interface
Exireme Networks, Inc
Ciseo Systems, Ine
CyberPower Systems, Inc. Dubonnet ® Int#47
Vhware, Inc.
VMware, Inc.
VMware, Inc.
Whware, Inc: SV1-SW-01 ® It #58
VMware, Inc.

Wiware, Inc.

@ Hui Zhou Ganshengda Technology Co.LTD

Ruckus Wireless
@ SAMSUNG ELECTRO-MECHANICS{THAILAND)
@ Seiko Epson Corporation
@ Shenzhen Advanced Video info-Tech Co., Lid
@ TRENDnet, Inc.

Tivo

Ubiguit Inc
@ Viware, Inc.
REALTEK SEMICONDUCTOR CORF. @ Vizio, Inc:
Roku, Inc @ WESTERN DIGITAL

@ Nest Labs Inc
@ OpenGear, Inc
PC Engines GmbH
Palo Alto Networks
Plugable Technologies
@ Poly
@ Poiycom

o

+
=

Last Changed Domain
Found in ARF cashe on Boston Int #2

Found in ARF cache on barleywine Int £1
118 days 01:35:01.33

Found in ARP cache on Syrah Int #41

Found in ARP cache on SV1-SW-D1 Int #62
Found in ARP cache on LAB-CS800-CL Int #1
55 days 22:07:02.04

Found in ARF cache on Syrah Int #41

gaoananag!
0000000007 -

Found in ARF cache on SV1-SW-01 Int #62

The pie chart and list below only shows Cisco Systems devices now.

You may also use the search field to filter the list down to parameters that concern you, such as
searching for a manufacturer by name, computer name, or domain name. Here is an example of doing a
search for “Dell” devices:

]

earch |

IF Address

stout pathsolutions.local (10.30.0.1)

grenache.pathsolutions.local (10.0.0.27)

10.0.0.120 (10.0.0.120)

Manufacturer
Extrerne Metworks
Cisco Systems, In

CyberFPower Syste

HWDCA pathsolufions local (10.1.0020) ‘Whhware, Inc.

To remove a search filter, click again in the legend area, or click on the filter name and the x beside it in

the filtered list (near the search field).

Client Server Downloads

You can download a spreadsheet of the Client Server table by clicking on the spreadsheet icon at the top
right of the Client Monitor table. It also gives you the Client IP addresses, manufacturer, switch, interface,
the state last changed for each device, and also the Windows OS version information for the Windows
devices.

R

Last Changed Connect Domain
Found in ARF cache on Boston Int #2
Found in ARP cache on barleywine Int #0

118 d=ys 01:40:01.45

Found in ARP cache on Syrah Int #41
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NetAlly Analyzer Tracking Section

From the left side panel, select “Analyzers”, or the NetAlly logo in the collapsed menu. This section
provides you with the information and location of all NetAlly analyzers in your infrastructure (where they
are plugged in), and connects you instantly with the reports they compile. It integrates with NetAlly's Link-
Live cloud reporting system to help organize test results.

View the “General” tab for a report on NetAlly Analyzers, their name, user type, model, IP address, Mac
Address and their description:

NetAlly Analyzers g7 General

Name Unit Type Model IP Address  MAC Address Description

Kris's EtherScope nXG - 530280 | EtherScopexG |3 00C017-530280 | Unit with MAC address 00C017-530280
LinkRunner 10G - #2 LinkRunner10G | 1 00C017-5400A4 | Unit with MAC address 00C017-540088
LinkRunner 10G - #1 LinkRunner10G | 1 00C017-540088 | Unit with MAC address 00C017-540082
EtherScope nXG - 06 EtherScopexG | 2 00C017-5300B8 | Unit with MAC address 00C017-5300B3
Erik’s LinkRunner 10G - 530ABC | LinkRunner10G | 1 00C017-530ABC | Unit with MAC address 00C017-530ABC
LinkRunner G2 - 03 LinkRunnerG2 | 4 10.76.30.47 | 00C017-C500ED | Unit with MAC address 00C017-C500ED
LinkRunner G2 - 02 LinkRunnerG2 | 4 10.76.30.46 | 00C017-C50672 | Unit with MAC address 00C017-C50672
LinkRunner G2 - 01 LinkRunnerG2 | 4 10.76.30.45 | D0C017-C500FC | Unit with MAC address 00C017-C500FC
EtherScope nXG - 05 EtherScopeXG | 3 00C017-530110 | Unit with MAC address 00C017-530110

EtherScope nXG - 04 EtherScopeXG | 3 00C017-5301E8 | Unit with MAC address 00C017-5301E3
EtherScope nXG - 03 EtherScopeXG | 2 00C017-530080 | Unit with MAC address 00C017-530080

EtherScope nXG - 02 EtherScopeXG | 2 00C017-5300EC | Unit with MAC address 00C017-5300EC
EtherScope nXG - 01 EtherScopexG | 2 00C017-530090 | Unit with MAC address 00C017-530090

Notice the Spreadsheet button on the right hand side: You may select this to export a report of all NetAlly
Analyzers.

Select the “Inventory” tab for more information about the Model, IP Address, Firmware version, Hardware
version, last battery, serial number, and contact’s email address:

NetAlly Analyzers (Gl General [IENRNEY

Name Unit Type Model IP Address  Firmware Version Hardware Version Last Battery Serial Number Contact
Kris's EtherScope nXG - 530280 | EtherScopeXG | 3 3 0 1933011 kris.armstrong@netally.com
LinkRunner 10G - #2 LinkRunner10G | 1 1 1] 2032013LR10G
el LinkRunner 10G - #1 LinkRunner10G | 1 1 0 2032007LR106
EtherScope nXG - 06 EtherScopexG | 2 2 0 28
Erik’s LinkRunner 10G - 530ABC | LinkRunner10G | 1 1 0 2003006 erik.eide@netally.com
LinkRunner G2 - 03 LinkRunnerG2 | 4 10.76.30.47 4 1738373
LinkRunner G2 - 02 LinkRunnerG2 | 4 10.76.30.46 4 1820220
LinkRunner G2 - 01 LinkRunnerG2 | 4 10.76.30.45 4 1738388
EtherScope nXG - 05 EtherScopeXG | 3 3 1] 1920017
EtherScope nXG - 04 EtherScopeXG | 3 3 1] 1930019
EtherScope nXG - 03 EtherScopexG | 2 2 [i] 14
EtherScope nXG - 02 EtherScopeXG | 2 2 0 LR10G-41 john.q.public@netally.com
f“\ EtherScope nXG - 01 EtherScopeXG | 2 2 1] 18
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Select the “Location” tab for the analyzer unit type, model, IP address and also to locate where it is
physically connected by switch, interface and interface description:

NetAlly Analyzers x2] Location

Name Unit Type Model IP Address  Swifch Interface Interface Description

Kris's EtherScope nXG - 530280 EtherScopeXG |3

LinkRunner 10G - #2 LinkRunner10G | 1
LinkRunner 10G - #1 LinkRunner10G | 1
EtherScope nXG - 06 EtherScopeXG | 2

Erik's LinkRunner 10G - 530ABC | LinkRunner10G | 1

LinkRunner G2 - 03 LinkRunnerG2 | 4 10.76.30.47
LinkRunner G2 - 02 LinkRunnerG2 | 4 10.76.30 46
LinkRunner G2 - 01 LinkRunnerG2 | 4 10.76.30 45
EtherScope nXG - 05 EtherScopeXG | 3
EtherScope nXG - 04 EtherScopeXG | 3
EtherScope nXG - 03 EtherScopeXG | 2
EtherScope nXG - 02 EtherScopeXG |2
EtherScope nXG - 01 EtherScopeXG 2

If you need to see a NetAlly Analyzer test reports, click on the analyzer and you are connected to the
LinkLive report from that device:

Link-Live™ Results f° Studio2020-Demo ~

Qsearch v W ~ M~ o0 0s 040

@ 0O 290 Kris's EtherScope nXG - 530280 3
Nov 6,2020 9:17 AM
] O LinkRunner 62-01 621AM -
S MSS10TXPP-SW-02 + B Addalabel v
[ -
. ' LinkRunner 62-02 203AM > Test ¥ PoE @ Link
o [ wssioneepswos ' Kris's EtherScope nXG - 530280 | voits 54.6V Speed 2500
MAC 00C017-530280 | Loaded 532V Adv Speed  100/1000/2500
& O LinkRunner 62-01 201 AM Device EtherScope nXG Req Power 25.50 W Class 4 Duplex FDx
S MS510TXPP-SW-02 Type Ethernet Revd Power 25.50 W Class 4 Adv Duplex FDx
®home Profile Wired Profile Pair Pos: 3,6 Neg: 1,2 RX Pair All
Firmware 1404 PSE Type Type2 Optical False
DQ Loidanner 62-01 201 am Wired Management IP 10.0.1.114 TruePower™ Power 25.5W Success
® MSSIOTXPP-SW02 Negotiation LLDOP
®home
[ Etherscope nxG - 02 9:32AM
= EWS377AP AllyCorp 12/16 Switch once DHCP ons DNS
B0 torw B ICX7150-C10ZP Router P 1001113 DNS1 1.00.1
(m] = N IP/MAC RuckusWi:c803f5-1bfda8 Server 10.0.1.1 17ms
= 10.76.30.10, AllyGuest ’ Port 17N Subnet 255.255.255.0 DNS2 1.1.1.1
®@ Demo VLAN 1 DHCP Total 5ms 9ms
8 8 Type LLDP Local IP fe80::2¢0:17ff:fe53:280 DNS3 8.8588
o Description  2.5GigabitEthernet1/1/1 14ms
S MSSIOTERSw s Network traffic seen in 20.861 s from DNS4 8844
M || =epeme . RuckusWi:60d02¢-007480 5
] 8 - v
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RemoteView © User Troubleshooting Section

The RemoteView User Troubleshooting module is available by choosing the “RemoteView” from the left
menu panel, or its icon in the collapsed menu. (The icon looks like a little house.) It only appears in the
menu if you have a license for this module.

Note: This section references features that are part of the RemoteView User Troubleshooting
product and may not be included in your license. Contact sales@pathsolutions.com for more
information about enabling this module if you do not see it with your deployment.

RemoteView Tab

This module gives you the ability to root-cause troubleshoot the problem of remote users, virtually in their
house using the RemoteView Agent, to run appropriate tests in their location and to investigate the
source and cause of the network problems remotely. Essentially RemoteView Agent runs different test
scripts then sends the reports back to TotalView. You would deploy RemoteView to a user, to collect all of
the info that you need to diagnose a problem on their home network, including system tests, network
speed tests, WiFi signal strength, neighborhood channel use, firewall performance, ISP link bottlenecks,
split-tunneling misconfigurations, web page fetch issues, website performance waterfall tests, and more.
You can run either batch tests or single tests. The RemoteView Agent then sends information back to
your TotalView and alerts an engineer the test is in. The user does not need to tell the engineer when a
test has been turned in, as TotalView alerts the engineer automatically.

RemoteView

B -

TotalView

Solutions
B

Tests that were run by RemoteView on a Microsoft device will have the Windows [
icon by the test event in the reports list: ..

Tests that were run by WebRTC from this section will appear with a WebRTC logo a
to the left:
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Tests are set by default to delete from this section after two months. You can select any test that you do
not need to save anymore, click on the checkbox next to it and delete them sooner than that.

The section shows the time each test was run, and the time of notification email back to you,

How to Deploy a RemoteView Agent Test

Open the RemoteView tab. At the top left of the display is “Download RemoteView ™ Agent” and “Email
link”. Chose “Download” if you want to have a copy of the exe program and run it on your local device.
However, the simplest way to send an end user a copy of the program is to select the “Email link”. An

email is automatically composed and you would then just fill out the email address and send the email.

If selecting download, the exe will download to your local device. Get it from your download folder and
open it.

it RemoteView.exe ~

How to Run the RemoteView Agent

These are the steps you will tell your customer to do in order to run RemoteView on their system and
return their results:

Find and open the downloaded program named RemoteView.exe from the download folder.

The first time this program is run, the interface will ask the user to enter TotalView’s IP address and port
number. Enter the information (provide the information to your user) then select “OK”:

&

Start | t il |

tMode: |F|em0te\u"iew Batch test LJ
Batch Scrpt: | ﬂ Update list

2
n
=4

.Q TotalView Server address

g Enter the IP and port for Totalfiew Server
—-— Server address: |1D.1.D.h5
8 Server part: |443
oK | Cancel

Tell the customer what tests and scripts to choose from the drop-down menus that appear.
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Here is list of all the tests available in the Mode Menu:

Start I Save resul |
Mode: | Remotev/iew Batch test LI Call Fath |

Hemote\iew Batch test
Haiiis End-to-end test
Downlad Link Troubleshoating
Test zor| RTP Receiver
LOGGIMBTP Transmitter
Funnind 1 CF Receiver
System | TCP Transmitter
Funnind UDP Firewall Test
Process| wireless Test
Funning Wireless S50 List
Lizt Adal DSCP Loss Test
Riunning Fing
IP Canfil Traceroute
Bunnind D5 Lockup
Fiouting| Process List
Test sop| Metwork Adapters
IP' Configuration
Fiouting T able
Syztem Information
Speed Test
Wb Fetch W aterfall
“web Page Fetch
“Web Page Screenshat
LAM Device Dizcovery

Update izt |

Batch testing is available from the “Mode Menu”, and often a good way to accomplish a specific battery of
tests easily. You can also create custom batch tests (see the Adminisrator’'s Guide, section “RemoteView
Script Editor Tool”).
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From “Mode”, select “RemoteView Batch Test” and then select from various a battery of tests.

A Level 1 Diagnostic is the most thorough batch script, and performs this sequence of tests (System +
Network + Wireless + Web). It takes about ten minutes to run through all the tests. Here is an example of
Level 1, “Diagnostic (System + Network + Wireless + Web)” batch test, as it appears to the RemoteView
user:

Start I Save result |
Mode: | Rematehiew Batch test j Call Path |
n £ Update list |

Batch Script:

Running Lizt Adapters test... ~
Ligt &dapters test SUCCEEDED

Running IP Configuration test...

IF Configuration test SUCCEEDED

Running Routing T able test. .

Raouting Table test SUCCEEDED

Test zonpt execution finished,

Downloading test script....

Test zcript downloaded.

LOGGIMG: The log mode set to SERVER

Running Syztern Information test..,

Svstem Information test SUCCEEDED

Running Process List test...

Frocesz List test SUCCEEDED

Running Lizt Adapters test. .

Lizt &dapters test SUCCEEDED

Running IF Configuration test...

IF Configuration test SUCCEEDED

Running Routing Table test. ..

Raouting Table test SUCCEEDED

Running Speed Tezt...

Speed Test SLUCCEEDED

Running End-To-End test ta 8.8.8.8 for B0 seconds...
End-To-End test to 8.8.8.8 SUCCEEDED

Running Link Troubleshoaoting test to 8.8.8.8 for B0 seconds..
Link Troubleshooting test to 8.8.8.8 SUCCEEDED
Running Wireless test for B0 seconds...

"Wirelezs test SUCCEEDED

Running Web Waterfall test far https: /A men. com...
Wweb Wwiaterfall kest for https: A wvaw. mzn.com SLICCEEDED
Test zcript execution finizhed.
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A Level 1 Diagnostic ~ o] g8 SCRIPT: Level 1 Diagnostic (System + Network + Wireless + Web)
performs_ th_|s sequence of (] system information
tests. This is how it appears on

. X [ Process List
the TotalView RemoteView :
tab: [ Network Adapter List

Chie Configuration
O Routing Table
] Speed Test
o [/ End-to-end test: Endpoint stability test to 8.8.8.8
o [Link Troubleshooting: Path stability test to 2.8.3.8
o [ wireless Test
® [l web Fetch Waterfall: Web waterfall for www.MSN.com

il OO INT ool d Do o Bim (T eobrmn Boodet

A Level 2 Diagnostic ~eol] ER SCRIPT Level 2 Diagnostic (System + Network + Wireless)
performs this sequence of

(] system informati
tests ( System + Network + bttt

[ Process List

Wireless).
[ Network Adapter List
(1P configuration
[ Routing Table
[ Speed Test
e [ End-to-end test: Endpoint stability test to 8.8.8.8
o[ lLink Troubleshooting: Path stability test to 8.8.8.8
o [ wireless Test
al les orminT =T im ICvond Y
A Level 3 Diagnostic ~ o L] g@ SCRIPT. Level 3 Diagnostic (System + Network)

performs this sequence of

(] system informati
tests (System + Network): JStem iormation

[ Process List
[ Network Adapter List
(1P Configuration
O Routing Table
[ Speed Test
o [ End-to-end test: Endpoint stability test to 8.8.8.8

o [ Link Troubleshooting: Path stability test to 8.3.8.8
m e nasmiisl - irslace Tact (@AVE irona tn ceranchety

A Level 4 Diagnostic ~ [Jg@ SCRIPT. Level 4 Diagnostic (System tests)
performs these basic system : -
information tests. [ system information

[J Process List

[ Network Adapter List
Uip Configuration

] Routing Table

sl Ao ' .Y Al S md P
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A Level 4 Diagnostic performs the basic system information test. It is a quick test that takes about a
minute or two to run. Here is an example of the Level 4 Diagnostic (System tests) and each test it runs,
as it appears to the RemoteView user:

Start | Save result |

i atc 2zl I:all F'afh |
Batch Script; |Level 4 Diagnostic [System tests] ;l Update list |

Downloading test script...

Test zcript downloaded.

LOGGIMG: The log mode zet to SERVER
Running Spztem Information test...
System |nformation test SUCCEEDED
Funning Process List test...

Frocess List test SUCCEEDED
Running Lizt Adapters test..

Lizt Adapters test SUCCEEDED
Running IF Configuration test. ..

|F Canfiguration test SLUCCEEDED
Running Routing T able test...
Fouting Table test SUCCEEDED
Test soript execution finished.

Here is a list of the Batch Scripts tests that the user can select from:

™ |::F':.E istered to 10.1 '.15:-"-1-"-13:|

Start I Save resultl

Mode: | Remoteyisw Batch test ﬂ Call Path |
Batch Script: | Level 4 Diagnostic [System tests] ;I Update list |

Daownloading t| Level 4 Diagnastic: [System tests]

Test zcript do Level 3 Diagnostic [System + Metwork]

LOGGIMG: ThiLevel 2 Diagnostic [Spstem + Mebwork + Wireless)
Running Syste Level T Diagnostic (System + Network + Wirsless + wWeh)
Sustam |nfarmd S¥stem [System related information]
Running Proce Metwork, [Metwork tests)

Pracess List te Wireless [wfireless information)
Running List & Hourly 5-minute test to 3.8.8.8 for 2dhrs
List Adapters t Continuaus best to B 3 far 2dhrs
Running IP Configuration test...

|F Configuration test SUCCEEDED

Running Routing T able test...

Routing T able test SUCCEEDED

Test script execution finizhed.

The last two batch tests “Hourly 5-minute test” and “Continuous Test” run for 24 hours, to run a good
diagnostic over time.

To run any test, the user should select the test, then select the “Start” button. The agent will run the tests
to probe, collect, verify, and validate different aspects of network performance and capability.
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Once a test has run, the user’s on-screen portal will show the test has finished and the button for “Save
Result” will become usable. Have the user select “Save Result”.

A pop-up menu will let the user chose either to “Submit to TotalView” or “Save results to your desktop.”
The user should select an option: have them submit it to TotalView if you need to see the test remotely.
The sender may add a note about the test (optional), then select “OK”.

[01]: 10.0.0.222
N21 ff- 2077 2fr? TRR1: ded

| 1T AU EEy| EE]

Save results

¢ Submit to TotalView (10, 1.0.15:443) Contral

Mote: | systeminfo
™ Save results to your desktop

oK Cancel

Besides the batch tests, there are many other individual tests you could have the user select from and
run. (See the section named RemoteView Test Types.)

Here is an example of a simple Web Waterfall Test, after it runs on the user’s device. The user selected
“Web Fetch Waterfall” under Mode, then entered a website URL address in the Address field, then
selected “Start.”

emoteliew™ (Registered to 10.1.0.15:443)

Addrezs: Ihttps:.-".-"www.pathsu:ulutiu:uns.u:u:um | Start I Save result

Call Fath |

Browezer: I Chrarne ﬂ

| nitializing. ..
Fetching data...
Completed

How to Access RemoteView Test Results

Once a RemoteView user test has been submitted to TotalView, the tests appear in your TotalView portal
on the RemoteView tab. They load chronologically with the newest tests at the top of the list. You may
open and view each test from this display window by toggling them open, then selecting the linked tests.

Also from the main screen, you have the option to delete tests that you do not need anymore, using the
delete buttons beside them.
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Here is an example of opening up the details of a test for more information. (This is a part of the Waterfall
test report):

Lo SR s s e eus g e | serve ne 25 ms | - =
® GET SVIQ7WUromS0wwYfQCXZzYzUoTg Téh.wo| 200 | font/woff2 | 19.15 kB | 374 ns| N |
= GET PathSc\utlons_\ogu_336_78.png?width::lﬂﬁ&{ 200 \'\mage]webp \ 481 8 | 53 ms| .
Headers|Params "= = Response
Request headers
Referer: https://www.pathsolutions.com/totalview10
User-Agent: Mozilla/5.0 (Windows NT 10.0; Win64; x64) AppleWebkKit/537.36 (KHTML, like Gecko) HeadlessChrome/87.0.4280.88 Safari/537.36
Response headers
date: Tue, 05 Jan 2021 08:16:55 GMT
via: 1.1 5195de19cbc5ce842ac6538e9a6850ch.cloudfront.net (CloudFront)
cf-cache-status: HIT
age: 1512857
cf-polished: origFmt=png, origSize=5728
edge-cache-tag: F-4569389920,P-2613860,FLS-ALL
content-disposition: inline; filename="PathSolutions_logo_336_78.webp"
x-hs-cf-lambda: us-east-1.enforceAclForReadsProd 11
content-length: 4006
cf-request-id: 077337e95a0000024e20199000000001
x-cache: RefreshHit from cloudfront
last-modified: Fri, 06 Oct 2017 17:27:22 GMT
server: cloudflare
etag: "f58dfa50e9afae88aed9bfade49cfbsa"
expect-ct: max-age=604800, report-uri="https://report-uri.cloudflare.com/cdn-cgi/beacon/expect-ct"
vary: Accept, Accept-Encoding
content-type: image/webp "
. ___________| 4

RemoteView Test Types

Here are the standard Remote User Tests available to run from the RemoteView application. After the
test has been sent to the TotalView, you can access these reports from the RemoteView tab:

ISP Speed Test

The speed test report will determine the location of the computer, it's public IP address, and the upload
and download speeds offered by the ISP.
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LAN Device Discovery Report

Sometimes, other LAN devices in the user’s environment may cause stability problems. Learning what
devices are in the same LAN, and how they can be managed can be helpful in guiding the user to

solutions. The report allows you to filter on Internet addresses, physical locations, connection methods,
and manufacturer.

Internet Address

Physical Address

Telnet S55H Web HTTPS FTP SMB RDP

I il

I

10.00.1

10,0032

10.0.0.10

10.00.11

10.0.0.19

10.0.0.26

10.0.0.34

100040

10,0041

10.0.045

10.0.0.49

10.0.0.57

10.00.64

100071

100072

1nnn s

3C-B7-48-69-60-4E

M BT T 4T 97 [T 047 B4

X X
X X X X
X X K
X X X X
X X

Manufacturer

I

~]

Technicolor CH USA Inc.

XEROX CORPORATION

XEROX CORPORATION

XEROX CORPORATION

Technicolor CH USA Inc.

XEROX CORPORATION

XEROX CORPORATION

XEROX CORPORATION

KEROX CORPORATION

XEROX CORPORATION

XEROX CORPORATION

XEROX CORPORATION

XEROX CORPORATION

XEROX CORPORATION

XEROX CORPORATION

VEDAW FADNAD ATIAKL
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Link Troubleshooting Test

Determining where loss, latency, or jitter is occurring can be challenging, especially for a continuous
connection. The Link Troubleshooting test shows stability along a path and can disclose which hop
caused the problem.

wn Il

H
LUl
U

96.110.33.90 be-3311-pe11.529bryant.ca.ibone.co!
104.44.21.146 ae103-0.icr04.mwh01.ntwk.msn.net

96.110.41.121 be-39931-cs03.sunnyvale.ca.ibone
50.248.119.50

104.44.21.58 ae20-0.ear01.pdx31.ntwk.msn.net
104.44.40.212 ae25-0.ier01.stb.ntwk.msn.net

104.44.238.254 ae25-0.icr02.by4.ntwk.msn.net
104.44.40.81
no response

Network |O
10.50.0.1
96.110.176.173
no response
no response

<< Prev frame || >> Next frame
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Wireless Signal Strength Test

The wireless signal strength test shows the user’s connected SSID name, radio type, frequency, channel
usage, as well as input/output rate. RSSI dBm is shown over time so the user can walk around and do a
signal strength mapping of their house to determine where their signal strength is strongest vs weakest.

One good way to use this test is to help your end user do a “Wireless Topology Map” of their house: the
signal strengths around their house and the wireless hot spots and cold spots. RemoteView Agent will
give them instant feedback (i.e. they won’t need to upload the results to you if they understand the
graphs). Have the remote user use a laptop computer or other handheld computer for this test, so they
can walk through their location to check signal strengths in different rooms or around their perimeter. Ask
them stop and watch the signal strengths on their on-screen report from each section of the location for
about a minute. Green areas on the graph are areas with healthy strong signals, while areas that appear
yellow or red on the graph show the signal is weaker.

Page 107



PathSolutions User Manual TotalView 14

Wireless SSID Report

For many users, their neighborhoods are filled with all sorts of wireless signals, and this test captures the
signals around a user’s location. Channel conflicts (“Channel Contention”) can create significant packet
loss even when signal strength is strong. This report shows all of the neighborhood SSIDs, their radio
types, signal strengths, and channels used to help improve the wireless environment. You can filter it by
SSID name, type, authentication, signal and channels.

One good way to use this report is to check that the user is not sharing their channel with too many other
users in their location, and for suggesting channels that have less traffic when needed.

SSID Name Type Authentication Encryption Signal Radio Type Channel Rates (Mbps) BSSID MAC |
| oL O R o )
Cypress-2.4 Infrastructure RSNA with PSK cCcMP 94% (-72dBm) 802.11ac 161 121824364554 02:18:5A:59:08:31
Infrastructure 802.11 Open 'WEP 93% (-72dBm) 802.11ac 161 591218242642 54 02:18:5A:59:DB:3F
Cypress Infrastructure RSNA with PSK CCMP 91% (-72dBm) 802.11ac 161 121824364854 02:18:5A:59:D8:30
XFINITY Infrastructure RSNA CCMP 64% (-90dBm) 802.11ac 157 691218243648 54 D262 FC46ETAS
xfinitywifi Infrastructure 802.11 Open Naone 62% (-100dBm) unknown [
DIRECT-roku-248-A66CC9 Infrastructure RSNA with PSK CCMP 50% (-69dBm) 802.11n 161 691218243648 54 BE:49:62:09:67:.CC
Ocean Infrastructure RSNA with PSK CCMP 40% (-70dBm) 802.11n 3 12556911121824364854 2C:30:33:4C:F2:2E
HP-Print-BF-Photosmart 6520 Infrastructure RSNA with PSK. cCcMP 28% (-76dBm) 802.11n 1 12556911121824364854 843497 FC:86EBF
SonOfCypress Infrastructure RSNA with PSK CCMP 26% (-77dBm) 802.11n 6 12556911121824364854 9C:3D:CF49:C3:AD
avocado Infrastructure RSNA with PSK CCMP 24% (-86dBm) 802.11n 1 12556911121824364854 F272EA51:52:C1
ATTEMLG3rR Infrastructure RSNA with PSK CCMP 22% (-79dBm) 802.11ac 36 69121824364854 F8:2C:18:4B:5E:4E
NETGEAR1T Infrastructure RSNA with PSK CCMP 22% (-79dBm) 802.11n n 12556911121824364854 BO:BS:BACD:C178
CypressG-2.4 Infrastructure RSNA with PSK ccmp 20% (-80dBm) 802.11n 6 125560811121824364854 78:8A:20:DD:9T:A2
veedu Infrastructure RSNA with PSK. CCMP 18% (-81dBm) 802.11n n 12556911121824364854 CCr411:33:0E38
MaxaTrillion Infrastructure RSNA with PSK. CCMP 14% (-83dBm) 802.11ac 44 691218243648 54 B0DANZ:844T.28
NETGEAR17-5G Infrastructure RSNA with PSK CCMP 10% (-85dBm) 802.11ac o 691218243648 54 BO:B9:BACETS:28
SonOfCypress5G Infrastructure RSNA with PSK CCMP 10% (-85dBm) 802.11ac 153 60121824364854 9C:3D:CF49:C3:AC
Ocean-5G Infrastructure RSNA with PSK. cCcMP 10% (-85dBm) 802.11ac o 691218243548 54 2C:30:334CF2.20
Sandra20 Infrastructure RSNA with PSK CCMP 2% (-89dBm) 802.11ac 157 691218243648 54 C8:63:FC:46:E1:A3 oy
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DSCP Loss Test

This test will determine how far a DSCP tag makes it through the network before being dropped/stripped.
That way, it's easy to determine which switch, router, or firewall is dropping the tag without having to sniff
packets along the path.

path
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End-to-End Test

The end-to-end test will evaluate packet stability for VolP/UC to a specified endpoint. You can see
latency, jitter, loss, out-of-order, and MOS. Additionally, you can track CPU utilization, free RAM, and
network 10 to help spot problems.
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System Information Report
This report shows all of the internal information about the operating system and configuration of the
computer.

“|
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Web Page Fetch

The report fetches the HTML, CSS, and images files of the web page for reference and sends them as a
report. What to see what a user sees when they visit a site? This report programmatically collects the
files to your server.

Web Page Fetches will lookup msn.com by default, but you can have your end user enter any website
https:// address of concern, before running the test.

ﬁ Breaking news from around the world No. thanks
Get the Microsoft News extension

& msn | o] - @
powered by Microsoft News

&R Outlook.com & Wayfair ‘ Microsoft Store B stopping 3 Facebook B ey 6} Sports W@ online Ga >

BUILT

FOR THE GET TRADE ASSIST CASH®

HOLIDAYS  ONTOP OF WHAT YOUR

ELIGIBLE TRADE IS WORTH.
FINAL DAYS MORE JOY FOR YOUR HOLIDAY.

Ford.

2020 EXPLORER

CORONAVIRUS NEWS SUNNVYVALE / S7°F # Try MSN in Microsoft Edge NEWS  ELECTION 2020 ENTERTAINMENT SPORTS ESPORTS MONEY  LIFESTYLE SH >

B N A |

Web Screenshot

This is similar to a Web Page Fetch (see above illustration), except that instead of collecting the web
page HTML and all its component files, the report fetches a screenshot image of the web page, and
sends it as a static image.

Web Screenshot Tests will lookup msn.com by default, you can have your end user enter any website
https:// address of concern, before running the test
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Web Waterfall

Is a web page slow to load? You can quickly determine why with a web waterfall report that will show
each element fetch, and the amount of delay each is causing. Thus, it is easy to see if the delay is due to
a stalled server, slow DNS result, slow content fetch, or delayed JSON from a database query.

# METHOD Name Status | Type Size Time

®GET  www.msn.com [ 200 [text/html [ 87.85 kB | 2511 ns | R
®GET  f77b07.woff2 | 200 |application/font-woff2 | 24.72 kB | 116 s |
@ GET  72-67ce39-893072607ver=20201127_292709 200 | text/css | 52.81 kB | 116 ms |
®GET  adswrappermsnijs | 200 |application/javascript | 10.11 k8 | 190 ms |
®GET  jquery-2.1.1.minjs | 200 |application/javascript | 30.33 k8 | 128 ms |
®GET  85-0f8009-68ddb2abver=20201127_292709 200 | text/javascript | 146.81 kB | 168 ms |
®GET  BBISWiq2img?h=278w=278&m=68&q=608u= 200 |image/png | 1.51 kB | 152 ms |
® GET AAteuaX.img?h=278w=2’ &q 4 200 | | 896 B | 152 ms |
®GET  AAGPOUO.img?h=278w=27&m=68q=608u< 200 |image/png | 7378 | 154 ms |
@ GET  BBISRULE.img?h=278w=278&m=68q=608&u: 200 |image/png | 1.69 k8 | 154 ms |
®GET  AAGUWIM.img?h=278w=278&m=68q=60&u| 200 |image/png | 1.83 k8 | 155 ms |
®GET  BB14D0jG.img?h=278w=278&m=68q=608&u= 200 |image/png | 1.32 k8 | 156 ms |
# GET BB1bC1rn.img?h=278w=278m=68q . 200 | | 1.55 kB | 156 ms |
®GET  elSteSgif | 200 |image/gif | 270 8 | 157 ms |
® GET BBihSH.img & 4 200 |image/png | 1.31 kB | 156 ms |
#GET  BBI1CORKk.img?h=3728w=6. 8q=60& 200 |image/jpeg | 31.39 k8 | 158 ms |
®GET  BBlbdkdq.img?h=1298w=300&m=68q=60& 200 |image/jpeg | 7.05 k8 | 154 ms |
®GET  a8a06d.gif | 200 |image/qif | 16.63 kB | 153 ms |
®GET  cfdbd9.png | 200 |image/png | 98 8 | 10 ms |
®GET  config.js | 200 | text/javascript | 23.43 k8 | 128 ms |
@ GET  allowedSizes=728x90,948x250,950x252,940% 200 | text/plain | 108 | 236 ms |
#PpOST  Vv1?$mscomCookies=false | 200 |application/json | | 194 ms |
®GET  trends?appid=BSDB19752CCFB2A8DBC11E73 200 | text/plain | 2.63 k8 | 173 ms |
#®GET  b2c1=2&c2=3000001&cs_ucfr=1&mn=16082¢ 302 | | 756 8 | 138 ms |
®GET  b22c1=28c2=3000001&cs_ucfr=1&mn=16087 204 | text/plain | 528 8 | 19 ms |
®GET  c.gifud id=8df 29bdas6 302 | | 614 8 | 160 ms |
-~ a— 1924£907E449IACAA_194970204424000NE 14 00 | bt bl 1 2 ae L | =R '

Waterfall

One useful aspect of the Web Waterfall Test is to see how much time is spent in the first lookup phase. If
the lookup takes a long time (as shown in the screenshot), this could indicate something in the user’s
connection is delaying the connection to the internet, such as the firewall.

Website Tests will lookup msn.com by default, but you can have your end user change this to any

websi

IP Co

te of concern.

nfiguration

The IP Configuration report will show all IP address information on the computer to help understand the
configuration of the network adapters.
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Network Adapters List
This report shows all of the active and inactive network adapters on the computer.

path

Process List

This report shows all of the running processes on the computer along with the CPU and memory of each
process.

path
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Routing Table
This report will show the IPv4 and IPv6 routing table on the computer.

path
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Traceroute
This performs a traceroute against a set IP address. It is useful for determining if split-tunneling is

properly configured for different IP address destinations.
UDP Firewall Test

This test determines if UDP packets are being blocked for a specified port en route to a destination.

path

path

Page 116



PathSolutions User Manual TotalView 14

WebRTC Performance

WebRTC tests can be saved to the RemoteView report list to determine clientless stability to different
locations on the Internet. Latency, jitter, loss, FPS, and bitrate are tracked over time.

Server: Chicago (chi01.pathsolutions.com)

wss://chi01.pathsolutions.com:54433

Latency 73ms peak Jitter 19ms peak Packets lost 2 peak
70 14 1
60 P90 ®-9-b g R T 12 bbb o--o»a-‘
& 1 3 DA
50 10
40 8
30 | 6
20 4
10| 2
0 0 0-4
Bitrate 2320 kbits/s peak Fps 31 fps peak
2000 N .,
e e S R Th WP 25
1500
20
1000 15
10
500
5
0 0
Ping Test

This report performs a simple ping of the destination IP address.
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PowerShell Command

This will execute a PowerShell command and show the results. See Appendix O: RemoteView Script
Editor Tool on how to add this test to your version of RemoteView.

path

Command Line

Need to collect more information from the computer or make a configuration change? This can be done
via the free-form command line option. See the Administration Guide, “RemoteView Script Editor Tool”
section, on how to add this test to your version of RemoteView.

path
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How to Create New Batch Test Scripts

You may create new batch tests to meet your needs for RemoteView Agents. Go to the Administration
Guide, section on “Configuration Tool for RemoteView Scripts” on how to add this test to your version of
RemoteView.

WebRTC Troubleshooting

If you don't have a client, any web browser can be used as a client to test network stability to/from any of
our worldwide reflectors. You can also set up your own reflector in your data center to run the tests and
reflections from , for example if you want to test a specific destination where most of your business is.

To set up your own reflector, contact support@pathsolutions.com for the download and instructions to set
this up.

Elements you can view and track include: latency, jitter, loss, bitrate, and FPS.

To use this module, open the RemoteView tab on the left hand side then select the “WebRTC” tab.
Select a Video Source from the Video drop-down menu.

Select an Audio Source from the Audio drop-down menu.

Select the “Server”, meaning the remote reflector location you wish to test.

WebRTC

B Email link

Video source:  [TOSHIBA Web Camera - HD (101:1a43) v |

Audio source.  [Default - Microphone (Realtek High Definition Audio) ]
Healtn Server: [ Chicago (chi01.pathsolutions.com) | | Connect... || Submit Results |
Local Remole Reflection Network type: UDP

When ready to test, select “Connect”:
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| WebRTC |
Emai link

Video source: TOSHIBA Web Camers - HD {1071:1243) ¥
Audio source: Defauit - Microphone (Resltekc High Def

Definition Audic v
Server Chiczga (chib1.pathsolutions.com) W | [ Disconnect | [ Submit Results |

Remote Reflection Metwork type: UDP

Local

nI:atency: &1ms S0ms peak Jitter: G4ms T&ms peak Packets lost: 4 total 3 peak
100 70 3
=10
_Biol{ ate: 1726 kbits/s 2535 kbits/s peak 8Fps. & fps 9 fps peak
AUl
00 T
o
100 .
1500 4
1000 '
500 1
0 [i]

A real-time report will show the local video from your device’s camera on the left side, and the remote
reflection on the right side. You will notice any transmission delays this way on the right side video.
Underneath the videos, a report over time will show the audio/video bitrate, FPS, packet test, latency and
jitter of transmissions. Any packets lost or other problems will be noticed in the remote reflection video
and in the graphs below.

If you need to submit the test to the lab, select “Submit Results” and the test will be sent to TotalView to
the RemoteView tab. Any WebRTC reports that are sent to TotalView appear with a WebRTC logo beside
their name:

» @Iy jdoe (John)
b .Dc‘ ttitus (Tim's Laptop)
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~g Risk Section

The Risk Section is available by choosing “Risks” or the Risk icon in the left panel menu. It only appears
in the menu if you have a license for this module.

Note: This section references features that are part of the Security Operations Manager product
and may not be included in your license. Contact sales@pathsolutions.com for more information
about enabling this module if you do not see it with your deployment.

The risk management/security monitoring section is available by selecting “Risks” in the left panel. That
opens the TotalView Security Operations Manager section and tools. The navigation bar at the top of the
section looks like this:

Dashboard Total Security Visibility ™
a [search | searcn |

Dashboard

When you click the “Risks” button in the left panel, you are presented with a security dashboard. There is
now a search field at the top, and any of the cells in this dashboard can be clicked to navigate to specific
subsections: Footprint, Network Device Vulnerability, Exposures, RoguelT and New Devices. (

Dashboard Total Security Visibility™

[seareh [ search |

Footprint 1 e Network Device Vulnerabilities ?P P
g @E=E

257 59 678 1,011
End User Devices Metwork Devices High Medium
@ Exposures ﬁ ﬁ
98
18 2

52 41 107 0 7 0 15

HTTP servers Telnet processes SNMP ARP Poisoning FTP rLogin Uncontrolled DNS Uncontrolled NTP Uncontrolled SMTP

_ —_—
@ Rogue IT B Certificates 351 BI
L —
New Devi
ew Devices (EEE 2

X
Infrastructure DHCP Servers DHNS Servers . Expiring . Suspicious Communications i

The Risk dashboard’s “Footprint Overview” box has links to ‘End User Devices” or “Network Devices.”
These links go to the General sub-tab of the Network Devices Report

The Risk dashboard’s “Network Device Vulnerabilities” box has links. If you select any of these links,
you are taken to the Vulnerabilities sub-tab of the Network Devices Report:
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Devices
® Healthy Suppressed ®lssue ? Comm fail Collapse Al Lock Web General Traffic PoE STP Inventory Descriptiol Backup Support Financials Vulnerabilities
Security Vulnerabilities
Device © n:
Device Name IP Address M Critical High Medium HLow Details

HQ Firewall (4 devices) +
HQ CUCM {1 devices, 1 offline) +

HQ VMware (1 devices) +

Santa Clara (31 devices, 5 with issues) v
Sunnyvale (11 devices, 1 with issues) ~
WAN (5 devices, 1 with issues) +

Austin (12 devices, 4 with issues) =

The “Exposures” box links will bring you to the Risks section on Exposures, and filtered by exposure
types you select. (e.g. filtered on HTTP server, Telnet Processes, SNMP.)

The Rogue IT box links will take you to the Risks section on Rogue IT.

The Certificate box links will take you to the Risks section on SSL Certificate Monitoring.

The New Devices box links will take you to the Risks section on New Devices.

The Suspicious Communications box links will take you the Risks section on Suspicious Communications.

Nightly Security Report

A copy of the information on this dashboard is sent to you via email as the Nightly Security Report. See
the Administration Guide on how to configure this email:
|

@ 1f there are problems with how this message is displayed, click here to view it in a web browser.

TotalView Nightly Security Report

o~ [ > L r—
& SEEe

a1 ]

Uncontrolied o
NTP SuTP

= )

Now
owies  CEEDP

: 203

Geography Tab
This section reports on communication exposures and events by geolocation and country names.

It allows you to see and filter the communications in the web interface by country, as well as to sort
between whitelist (safer) communications and blacklist (riskier) communications.
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Map View
Countries in your whitelist are shaded green on the web interface map, while communications with
countries on your blacklist are shaded red. All other countries are grey on the map. To whitelist and

blacklist countries, use the Config Tool.

On the map, if you select a country, the reports allow you to view all data associated with communications
to and from that county in a table below the map. In this example, Russia was selected, and all the flows

to/from Russia are reported in a table below the map:

Dashboard [ 0] Exposurcs New devices RogueIT loT Suspicious Communications Cerfificates DNS

~

Flow Type- [All ~ ] Flow source: [All

. Flows to country
Whitelisted flows to coun_ ..

. Blacklisted flows to country

No flows to country

Couniry fiows:
Sonrra Nactinafinn

Chord View
Here is an example of Chord view. New Zealand was selected, and all the flows to/from New Zealand are

colorized when clicking on that flow:

Dashboard JeULSM] Exposures New devices Rogue IT loT Suspicious Communications Certificates DNS.

Flow Type: Flow source:

B [T Chord view

R U

o

M

%,

Country flows
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For further review of specific IP addresses and flows, use the table below map view or chord view to drill
into the information about specific events.

If you select the “Connect” button listed for any address, a small menu will appear below the button,
which shows you the type of connection:

Santa Clara, California [ Connect Jll Scan |
Moscow, Moscow [ Scan |

Santa Clara, California

If you select the “Scan” button, a drop-down menu opens that asks you to select the type of scan to
perform. The example shows “Quick Scan” was selected:

i Scan 10.0.0.10

Type of scan

Quick scan

Intense scan

Intense scan plus UDP
Intense scan, all TCP ports
Intense scan, no ping

Ping scan

Quick scan plus

Quick traceroute

Regular scan

Slow comprehensive scan

The example shows that Nmap is prepared to perform a quick scan on this IP address.
(Note you must first have the Nmap program from nmap.org).
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Select “scan” or else “close”.

Scan 10.0.0.10

Type of scan

Quick scan

|2 Scan 10.0.0.10

Type of scan
Quick scan

) Untitled - Google Chrome

@ about:blank
Quick scan 10.0.0.10

Command: nmap -T4 -F 10.0.0.10

Starting Nmap 7.80 ( https://nmap.org ) at 2020-03-83 21:46
Nmap scan report for daphne.pathsolutions.local (10.0.0.10)
Host is up (@.0@s latency).

Not shown: 87 filtered ports

PORT STATE SERVICE

25/tcp open smtp

53/tcp open domain

80/tcp open http

88/tcp open kerberos-sec

135/tcp open msrpc

139/tcp open netbios-ssn

389/tcp open ldap

443/tcp open https

445/tcp open microsoft-ds

3389/tcp open ms-wbt-server

49154/tcp open unknown

49155/tcp open unknown

Copy.to clipboard *

Pacific Standar
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Exposures Tab

Select the “Exposures Tab” and you will see a list of exposures with a short description. You can use the
green Excel button to download a spreadsheet report.

You can filter on exposure via HTTP, IP, FTP, RLOGIN, Telnet, DNS, SNMP, NTP, ARP, and SNMP by
checking the appropriate box at top.

Exposures
information updated as of: 1/28/2023, 2:34:3T FM & Update ﬂ] 1 2> (JHTTP  [JFTP [OTelnet [JSNMP [ )ARP
=14 [JRLOGIN [JONS  [INTF [ SMTP

Exposure type Whitelist
Unsecured communications: HTTP enabled on hamx65 {10.85.0.4) ([El) Whitelist
Unsecured SNMP: SNMPy2c in use on hqmx65 (10.88.0.4) ([Ered \Whiteist
Unsecured SNMP: Low-security password in use on hqmus5 (10.86.0.9) [ELLmd Whiteist
Unsecured SNMP: SNMP+2c in use on hqpa450 (10.85.0.5) ey Whitelist
Unsecured SNMP: Low-security password in use on hqpads0 (10.25.0.5) ([Eiinaed Whitelist
Unsecured communications: Tenet enabled on Syrah (10.0.0.1) [EEEal \Whiteist
Unsecured communications: HTTP enabled on Syrah (10.0.0.1) ([Eiaey \Whitelist
Unsecured communications: Telnet enabled on SantaClara (10.0.0.2) ([ \Whitelist
Unsecured SNMP: SNMPyZe in use on SantaClara (10.0.02) ((Siae) \hitelist
Unsecured SNMP: Low-security password in Use on SantaClara (10.0.0.2) ([Eiiaecd Whitelist
Unsecured communications: Telnet anabied on RuckusAP (10.0.0.5) (Bl \Whiteist
Unsecured communications: HTTP enabled on RuckusAP (10.0.0.6) ([Eieey \Whiteist
Unsecured SNMP: SNMPvZc in use on RuckusAP (10.0.0.6) (X Whiteist
Unsecured SNMP: Low-security password in use on RuckusAP (10.0.0.5) (e \Whitelist

e e e e e e e — I

Here is an example of an Exposure list, filtered on Telnet types. Notice you may download spreadsheets
for a historical report of the information provided on screen, and you may connect with or whitelist any
exposure type here:

Exposures Total Security Visibility™
information updated as of: 21252023, 65804 AM & Update [3 1.9 ) HTTP FIP  @Telnet SNMP ARP
? RLOGIN [JONS NTP suTP
Exposure type Whitelist

Unsecured communications

Telnet enabled on Syrah (10.0.0.1) (CEied

Teinet enabled on SantaClara (10.0.0.2

Teinet enabied on RuckusAP (10

Unsecured com

Unsecured communications: Telnet en

Unsecured communicat

Unsecured communications: Telnet enabled on Grenache (10.0.0.25

Unsecured communications: Telnet enabled on Ribolla (10.0.0.26) ((SEinasy

Use the Connect buttons to view connection information with that device (as previously shown), and/or
use the “Whitelist” link if you want to whitelist them.

If you use the “whitelist” link, you may whitelist an exposure, by entering a note in the popup field, and
then selecting “Ok”™:

|/ Whitelist for mac-rogueis:100D7F8C49B0

Business justification for this whitelist entry : [min 10 characters]
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New Devices Tab

When new devices are added to your network, this tab shows you instantly their manufacturer, Mac and
IP address, switch and interfaces. This allows you to validate that policies are followed regarding new
device setup, and ensure that default passwords are changed for these devices.

New devices Total Security Visibility™

Manufacturers

CHONGGING FUGUI ELECTRONICS CO.LTD.
RK TECHNOLOGY SINGAPORE PTE. LTD.

BYTE TECHNOLOGY CO_LTD.
Y IND. CO., LTD.

Manufacturer MAC Adcress 1P Address Switch Interface Last Changed Connest
p— EE81F2 207178 0.51.0:208 (10.51.0.208
rinone- B284BC 718310 051.0207 (10.51.0207)
2cE.CC 876 5E 050.0.184 (10.50.0.154
CD56598 5043 050032 (10:50.033
4405500 FF4D 0.50.0.124 (10.50.0.126)

BAB6C44C79-D0 0.50.

3 (10.50.0.259)
FE05ACOC1478 0.50.0252 (10.50.0.252)
BAOAF2.05A5 0,510,148 (10.50.0.148)
469025-10-1599 0510181 (10.510.141)

52.C8-63-30-61-58 0.50.0.251 (10.50.0.251)

Shutgown

00-0C-25-BF-TF-51 0.200.20.15 (10.200.20.16 SV1-SW01 o Int 59 56 days 01:12:06.19

DA-DE-56-A5-82-CD

0.50.

2 (10.50.0.249)

BC-36.7A00-13.04

10.51.0.25)

o B
j6O0006G6O000G?

o
(= 1
o 1
o 1
(= 1
u] 1
a 1
u] 1
(= 1
o 1
o 1
(= 1
(= 1
o 10
Il 2

100060006000008

Use the Connect buttons to view connection information with that device, and/or use the Scan buttons to
find out more about them, and/or the “Whitelist” link (as previously shown). As a final measure, you can
use the shutdown link on a device; See the shutdown instructions, described in the Rogue IT section
below.

Rogue IT Tab

Finding rogue infrastructure devices like unapproved switches, DNS servers, DHCP servers is easy —
This tab displays three reports of rogues: Infrastructure, DHCP amd DNS, their switch, interface, and
VLAN where the device is connected, the amount of days since changed, and the speed.

Use the Connect buttons to view connection information on any listed device, the Scan buttons to find out
more about them, and/or the “Whitelist” link (all as previously shown). As a final measure, you can use the
shutdown link on a device.

When you select the shutdown link on this sub-tab, the shutdown dialog box will display. Enter a reason
and press OK, or cancel.

Shutdown

Business reason to shutdown this interface : [min 10 characters]
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The Rogue IT tab has three sub-tabs:

Infrastructure Sub-tab

The Infrastructure sub-tab shows information about manufacturer interfaces, and options to connect with
an IP address, scan it or whitelist it:

Rogue IT Total Security Visibility™

Manufacturer IP Address Connect Sean Switch Interface Description Last Changed Speed Shutdown Whitelist

Tive 10.50.0.68 [ Gonnect | [ Scan | Whitelist

DHCP Sub-tab

The DHCP sub-tab shows DHCP IP addresses and options to connect with an IP address, scan it or
whitelist it:

Rogue IT Total Security Visibility™
o
Any Rogue IT DHCP
will be listed here
DNS Sub-tab

The DNS sub-tab shows IP addresses of DNS servers and options to connect with an IP address, scan it
or whitelist it:

Rogue IT Total Security Visibility™

Infrastructure  DHCP [T

IP Address Connect

§

n Whitelist

one.one one one (1.1.1.1)
dns.google (E.8.8.8)

daphne pathsolutions ool (10.0.0.10)

gagd
g06e

HQVDC1.pathsoluons local (10.1.0.20)
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loT Tab

The loT Section is available by navigating to the “Risk” section and then choosing loT from the top
submenu. The IoT Section shows device security details. From this tab, monitor if devices are
communicating with the manufacture for maintenance, service and support, or sending/receiving data for
other reasons, and if so, assess if the communications causes a risk.

The loT Security table shows each loT device discovered on the network, and the IP addresses, type
(DHCP or Static), MFG, VLN, PoE, Switch, Interface, a short description, number of Mac addresses,
uptime, duplex status, as well as statistics on error rates, and peak daily utilization by Tx and Rx.

loT Total Security Visibility™
IoT devices discovered on the network Information updated as of, /282023, 23437 P £y Update 3
10T Device Switch and interface where loT device is Connected Peak Peak Daily Utilization
TDaily
MAC Error
IPAddress Connect  Scan | MFG Platform VLAN PoE  Switch Interface Control Interface Description aaarssses Uptime Rate Duplex  Tx Rx
100024 | [T EED - Unknown - - DEFAULT_WLAN - | Merlot @ Int#12 | Shutdown | 12:12 1| 3days223727.37 | 0.000% | Ful 0.008%  0.000%
-Unknown- | - VLAN#0 -| svswzshed |®Int#4 | Shutdown | Fortd: Fortd 2 0000% | Fu 0002% | 0.000%
-Unknown- | TB:8a:20:de:67:22 | VLAN#0 Unknown | svswi-office | @ Int#8 | Infrastructure | Port 8: Port 8 3 0.000% | Fu 0201% | 0.280%
-Unknewn- | - VLAN#0 - | barleywine | @Int#2 | Shudown | Fort3: Fort3 2] 7.34 | 0.000% | Ful 0010% | 0027%
(ULLE R Connect | Hewiett Packard | - DEFAULT_VLAN - | Museat ®int#23 | Infrastructure | 23: 23 1|18 2/ 0000% | Ful D000% | 0.000%
w5007 | ([ [EZD | Hewstt Packard | - VLAN #0 -| svswz-shed |@int#d | Shuidown | Fort4: Port4 2| 12days07:26:51.14 | D.000% | Ful 0002% 0000%

Records 1-6 of 6 displayed (100 per page)

If a security risk may be associated with the device address, or suspicious activity indicated, the row will
be shaded red or yellow. (not shown here, since this system does not have suspicious activities.)

If you click on the IP address in the left column, it will show you who the device is communicating with.
For example, in this network, selecting the 10.0.0.30 device (an HP Printer) brings up that device’s
NetFlow and shows that it is communicating with HP’s servers in North America:

Flows to/from 10.50.0.2

<o
Protocol Port/Service DSCPITOS Top-10 IP Addresses
@ e @ ‘ @000 I
@ owe @
X8 Source Destination e
Date/Time Protocol Address. Scan Port Location Address Scan Port Location Bytes Tos
Jan 2820:17:28 IcMP 10.50.0.1 [ Scan | 0 Internal 10.50.0.2 = 30226 Internal 84 0x0(0)
Jan 28 20:15:02 IcMP 10.50.0.2 = 0 Internal Fred.pathsolutions local = 1 Interna 02 0x0(0)
Jan 28 20:15:02 = Fred.pathsolutions local [ Scan | 1 Internal 10.50.0.2 [ $can | 0 Interna 158 | 0x0 (0)
icMP Fred.pathsolutions.local [ Scan | 0 Internal 10.50.0.2 = 1 Internal 92 0x0(0)
Jan 28 20:15:0 IcMP 10.50.02 [ Scan | 1 Internal Fred pathsolutions.local = 0 Internal 158 0x0(0)
Jan 28 20:17:23 icMP 10.50.0.1 [ Scan } o Internal 10.50.0.2 = 30228 Internal 84 0x0(0)
icMP 10.50.0.1 [ Scan | 0 Internal 10.50.0.2 = 30226 Interna 84 0x0(0)
Jan 28 20:47:47 icmP 10.50.0.1 ["scan | 0 Interna 10.50.02 [ $can | 30226 Interna 84 0x0(0)
Jan 28 20:17:14 IcMP 10.50.0.1 [ Scan | 0 Internal 10.50.0.2 = 30226 Internal 84 0x0(0)
Jan 28 20:117:11 IcMP 10.50.0.1 [ oo ] 0 Internal 10.50.0.2 £ 30228 Internal 84 0x0(0)

You can click on the “Connect” link to be provided with a menu of choices to connect with a device. Links
to Telnet, SSH, Web, HTTPs and Syslog will appear. The available connections will be blue links and
unavailable options greyed out. Connect to a link, to help you identify the manufacturer and functions of
that device:

onnect

55H Web HTTPS
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To investigate an loT connection’s data flow: click on that IP Address, and a pop-up report will display of
any data flows to and from that device. This NetFlow report includes the date and time of data
transmissions, the protocol, source addresses, port, location, the destination addresses, port and

location, size of the transmission in bytes, and DSCIP/ToS.

If any data flows have a medium or high risk, the rows will be shaded yellow or red, respectively.

Flows to/from 10.50.0.2

Protocol Port/Service DSCPITOS
@ uoe @
@ v e
x5 Source Destination
Date/Time Protocol Address. Scan Port Location Address.
Jan 28 20:17:26 icMP 10.50.0.1 [ Scan ] 0 Interna 10.50.0.2
Jan 28 20:15:02 =l 10.50.0.2 [ Scan | 0 Internal Fred.pathsolutions local
Jan 28 20:15:02 =1 Fred.pathsolutions.local [ Scan ] 1 Interna 10.50.0.2
Jan 28 20:15:05 IcMP Fred.pathsolutions local [ Scan ] 0 Internal 10.50.0.2
Jan 28 20:15:05 =14 10.50.0.2 [ Scan | 1 Interna Fred.pathsolutions local
Jan 28 20:17:23 =l 10.50.0.1 [ Scan | 0 Internal 10.50.0.2
Jan 2820:17:20 IcMP 10.50.0.1 [ Scan ] 0 Internal 10.50.0.2
Jan 28 20:17:17 =14 10.50.0.1 [ Scan | 0 Interna 10.50.0.2
Jan 2820:17:14 =l 10.50.0.1 [ Scan | 0 Internal 10.50.0.2
Jan 2820:17:11 =l 10.50.0.1 [ Scan | 0 Internal 10.50.0.2
Jan 28 20:17:08 icme 10.50.0.1 [ Scan | 0 Interna 10.50.0.2

o
Top-10 IP Addresses

@ 0x0(0) @ 100015

@ 101041

10.50.0.1

10.1.015
DSscP

Scan Port Location Bytes Tos

= 30226 Internal 84 0x0(0)
= 1 Internal 82/ 0x0(0)
= 0 Internal 156 | 0x0 (0)
[ bcan ] 1 Internal 02 0x0(0)
= 0 Interna 156 | 0x0 (0)
= 30226 Internal 84 0x0(0)
= 30228 Interna 84 0x0(0)
= 30228 Interna 84 0x0(0)
= 30228 Interna 84 0x0(0)
= 30228 Internal 84 0x0(0)
= 30226 Internal 84 0x0(0)

Note:
protocol, one port, one DCSP/TOS or one IP address

If a flow pie charts show only one color, it means the item has only one option operating. (i.e. one

If you select an IP address in the table, it will show the geolocation of that IP address on a Google Map:

p— L 11 |
o m " 3
: Dublin Lweépooi sz ae o
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n d Peak District *
Chﬁc?ter National Park
Carlow Snowdonia m Nottlrégham
i 2 Mational Park
ilkenny 11 | N i
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Suspicious Communications Tab

TotalView downloads a blacklist every 24 hours that includes known “bad actors” on the Internet like:
e Tor servers
e Command and Control servers
e SPAM servers
This report list the sources and destinations of communications with any of these known servers, the
Reverse DNS, port, and locations.

As with other security menus, you may connect with an IP address, scan it or whitelist them.

Suspicious Communications Total Security Visibility ™

@

Source Destination

Protocol Reverse DNS Loeation Connect Reverse DNS Lacation Connect Sean Whitelist

Any suspicious communication will
be listed here

Note: This screenshot shows that there are no suspicious communications in the environment.

Certificate Tab NEW

SSL certificate status on webservers can now be monitored so you will never have a cert expire
again. The status columns shows which SSL certs are valid, expiring within 30 days, expired, or invalid.
It also includes the details on the dates, who issues it, and optional notes:

Certificates Total Security Visibility™
Certificate Status
Valid
Expiring
@ Expired
@ Invalid
Server Common Name (CN} StariDate  EndDate Issued by Notes
https:/ivelma. pathsolutions local CN: * pathsclutions.local 20210813 | 20230813 | local
SAN: fred pathsolutions.loc| pathsalutions
scrappy.pathsolutions Jocal pathsolutions-DAPHNE-GA
velma pathsolutions local
htips:liscooby. pathsolutions local CN: TotalView L 20200217 |202202-18 | US This cariificate or one of the certficates in the cerfificate chain is not time-valid,
Caiifomia
Santa Clara
PathSolutions Inc.
Total v Ui
suppert@pathsolutions.com
htips:/ifred. pathsolutions local athsclutions local 20210013 | 20230813 | local
red pathslutions local pathsolutions
scrappypathsolutions Jocal pathsclutions-DAPHNE-CA
velma pathsalutions ocsl
T
* pathsolutions.locsl
htips:iscrappy.pathsolutions local CH: * pathsolutions local 20210013 | 20230813 | local us
SA red pathsolutions losal pathsalutions
scrappy.pathsolutions Jacal pathsolutions- DAPHNE-CA
velma pathsalutions locsl
T
* pathsolutions local
https:liwww pathsolutions.com CN:www. pathsclutions.com | 20220505 | 20230505 | US us

You can also receive a monthly emailed report showing certificate status. Consult the Administration

Guide on how to setup email reports.
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DNS Record Monitoring Tab NEW

DNS records can be monitored. You can also have TotalView email you an alerts if a DNS record is

changed, by using the Config Tool.

® DNSiscorect @ DNS resultis not as expectsd

Lab (4 entries, # 1 with DNS fault) =

199.60,103.31
2613866, group19.5tes hut

pro

151 name-sanices com

DNS Server Type Record Expected
Weh (5 entries) «
® Defauit A “waaw pathsolutions. com 189,50.103.225
CNAME waew pathsolutions. com
MX
NS
® Default AAAA wanw pathsolufions. com

2605:2c40:073c:87e1

Total Security Visibility™

Returned

188.50.103.225
199.50.103.31

2609:2040:67

Review the table to see if any DNS results are not as expected. They will be indicated with a red dot and
you can compare the expected address to the return address columns:

Expected

1080.80.103.225
189.60.103.31

2513850 group19.sites hubspot net

pathsolutions-comn.mail. protection.outlook com

dns1.nama-services.com
dnsZ name-services. com
dns3 name-services com

DNS

Returned

189.60.103.225
189.60.102.31

2013858, group18.sites.hubspot net
pathsolutions-com.mail. protection.outlok. com
dnst.name-serices.com

dns2 name-senices.com
dns3_name-senices.com
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- Cloud Service Monitoring Section

The Cloud Section is available by choosing the cloud icon in the left panel menu. Here, the table shows
the overall names, URL, latency and last path change of items for cloud services. Select any named
service to get more performance, as well as disclose the route tree used to reach the services. The
response times and packet loss are graphed.

Total Cloud Visbilty®

® Service Available ® Service Unavailable ® Al O Available O Unavailable
Latency

site Current Average Hops Last Path Change

Sms 5ms 1 0 days 00:00:00.68
7ms oms 1 0 days 00:00:04.88
7 8ms 1 0 days 00:00:00.68
oms 7ms 15 0 days 00:00:00.68
6ms 7ms 17 0 days 00:00:05.08

7ms 7ms 17 0 days 00
° :i T 8ms 8ms 12 0 days 00:00:04.88
- fi & m: 5ms iays 00:00:01.27
* e 7 ms om 8 days 00:00:01.87
o Charter cra 52ms 520 1 ays 0127
L @biﬂckBoo‘ks 2 & - s eean
o SEIVICE Servcenion 7 sms ays
- 8 m: 1 days 00:00:01
7 m 8m days 00:00:02.47
7m 8m: 1 days 0067
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Select a device and you will receive that device’s performance graph on packet loss and response times,
and a cloud path map:

ssssssssss

s g

/\ /\ /\

—.»— —o—

—e—{ — o —{ — 0 —{
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n Internet Section

The Internet Section is available by choosing the Internet icon in the left panel menu. In this section, an
Internet Health Report shows you the status and health of all elements required for reliable Internet
connectivity: Local DNS status, remote DNS status, and Internet connectivity, and a path map from the
server to the internet connection is displayed.

A Network Prescription™ is included beneath the Internet Health summary and path map The Network

Intemet Health

Local DNS status: LR
Remote DNS status: @ UP

Internet connectivity: & UP

3B o0 -0 0 0 0 & & 0

‘¢ Prescription

s Internet is Healthy

DNS is respending beth lecally and remately, and connestivity is valid to the cloud.

Prescription™ Heuristics Engine gives an analysis of what the problem is (if any) connecting to the
Internet in plain English.
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n Predictors Section

The Predictors Section is available by choosing the Predictors icon in the left panel menu. In this section,
TotalView provides these forward-looking prediction reports about your network:

Cabling Predictor —This report shows interfaces that have had to perform single-bit error correction on
received frames. Interfaces that have symbol Errors showing on the interface are sorted by Symbol
Errors. Columns show peak daily error rates, peak daily utilization, and symbol errors.

A symbol error indicates that the Ethernet chipset had to do single-bit error correction to fix a physical
layer problem before passing the frame to layer-2.

Having a few symbol errors is normal for most environments, but if you have a significant number of
symbol errors, a physical layer problem exists that should be fixed before frames are dropped.

Interfaces that have symbolErrors showing on the interface, sorted by Symbol Errors

Peak Peak Daily Utilization

Daily
Device Name Interface Number Description ErrorRate  Tx Rx Symbol Errors

® Chardonnay Int#5 55 0000% | 0.004% | 0.000% 1
1 total interfaces that have cabling erors are dispiayed

Bandwidth Predictor — This report discloses interfaces that will hit 100% utilization based on their past
performance. Columns show peak daily error rates, peak daily utilization, interface speeds, daily
utilizations, and the prediction date for 100% utilization.

Cabling [=ERRTRETY

Interfaces that will reach peak Tx or Rx utilization soonest

Peak Peak Daily Utilization Daily Utilization Slope

Daily
Device Name Interface Number Description Error Rate = Rx Interface Speed s Rx Prediction Date
® HardCider Int 2 pori2 (INVALID) 0.000% | 11838%  0.122% 100.000.000 | 0.0181 0.0002 | Aug 08, 2023 16:28:11
® txswd-closet Int £7 Fort 7: Part 7 (Vizia TV] 0.000% |  19.155%  0.625% 100000000 0D00S2| -0.0010| Mar18, 2024 0451:39
® HardCider Int# port {INVALID) 14.502% 0012% | 1.220% 1.000,000.000 | 0.0000 0.0019 | Jan 20, 2028 17:44:32
® syl Int #11 port1t: port11 0.000% 1255% 0.013% 1.000,000000 00018 0.0000 | Jun 30, 2028 13:43:47
® Aruba-7030 Int# CENND: Gigabit-Level (Cigabit-Leve!) 0.000% 3413% 2254% 1000000000 | 00012 00013 Jun 11, 2030 18:56:22
® txsw2-lab Int £15 15: 15 Gigabit - L lba 7020 Controlier) 0.000% 3.108% 1.000.000000 | 00012 00013 Jun 14, 2020 11:03:48
® txswi-lab-FoE Int £8 #: 8 Gigabit - Leve! (Uplink) 0.000% 0537% | 2238% 1,000,000,000 | -0.0001 00011 | Aug 01, 2031 10:30:18
® txswz-lab Int #1 1: 1 Gigabit - Level (Link to Lsb Fok) 0.030% 3383%  0540% 1,000,000,000 00011 00001 Aug 04, 2031 02:4E:17
® txswi-lab-PoE It #4 44 Gigabit- Lavel (Ansa AF) 0.000% 2388% |  0537% 1,000,000,000 00011 -0.0001 | Aug 08, 2031 15:00:02
® txswd-closet Int 5 Fort 6: Port 6 0.000% 1478%  0.300% 1.000,000,000 |  -D.0008 0.0005| Oct 28, 2037 09:03:48
Only the top 10 out of 22 total operational interfaces that are pradicted to reach peak capaciy are displzyed

It will do a forward prediction based on the trend slope to determine when the interface will reach 100%
utilization so you have advance warning of when you will run out of bandwidth.
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NLT Section

The NLT section is opened by choosing the NLT icon in the left hand menu. This opens the TotalView’s
Natural Language Troubleshooting engine: Here you can type network questions in plain English and

press “go”.

The “Need Help” button gives several examples of questions that it can answer and provide reports for.

Enter your network question

What just happened?
Health Need help?

Sample q

appened 10 minutes 3go in the New York network?

What is connected % the Finance2 switch interface 127

Where is 192.188.12.43 connected to the network?

Some sample queries:
“What just happened?”
“What happened 10 minutes ago in the New York Network?”
“What is connected to the Finance2 switch interface 12?”
“What happened between 192.168.12.34 and 10.3.18.65 at 2:35pm?”

“Where is 192.168.12.43 connected to the network?”

Enter your network question

what happened 10 hours ago|

Need help?
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n Skinning Feature

From the left side panel, near the bottom of the expanded menu, are a small icon that looks somewhat
like a moon. This is the “skinning” icon. Select it to open a drop down menu of color selections will pop-
up. If you want a dark mode, or other different color scheme than the default blue light TotalView display,
chose another color scheme here. Chose from Blue Light, Blue Dark (dark Mode), Sepia, Salmon Pearl
Dark, Salmon Pearl, or Sepia in the drop down menu:

@ 5ieLiont

Blue Dark

Salmon Pearl Dark
Salmon Pearl

Sepia

The “blue light” color scheme is our traditional color scheme (top left). Showing left-to-right: Blue Light,
Sepia, Salmon Peal, and Blue Dark.
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n Support Tab NEW

This tab offers a Support Request Form that sends reports to our support personnel, a link to
Documentation (this TotalView manual in an online PDF format), a link to make any enhancement
requests, and to email or call for support..

Support expiration: 9

Customer Number:
Licensed Interfaces: 20088

License Count

Total | 1059

Refer a friend

Support Request  Search Articles

Support expiration:  9/4/2023

Customer Number.

Licensed Interfaces: 28000

License Count

21 Cloud x 3 83
AN X3 0
1 SIP-Trunk x 3 3

Total | 1058

Refer a friend

Search ArticlesiE])

Support Request

bandwidth

Documentation

http:iifiles. pathsolutions. comidocs/TotalView] 2. pdf

Enhancement Request

https:/finfo pathsolutions comienhancement-request

Contact Support
Email:  support@pathsolutions com

Phone: 1-877-748-1444

Documentation

htp:Iifles pathsolutions comidocs/TotalViewl2 pdf
Enhancement Request

https:/iinfo.pathsolutions. comienhancement-request
Contact Support

Email:  support@pathsolutions com

Phone: 1-877-748-1444
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VoIP Assessment Features

VolP assessment and monitoring tools are available for Phones, MOS, QoS, calling path mapping, SIP-
Trunks and call simulations. See the VolP main tab. Call simulators are also available.

Phones Tab

PathSolutions TotalView makes it easy to discover where all of your VolP phones are connected to the
network. The Phones tab shows each phone and the health of the connection to the network.

Phanes Total VoIP Visibility®
E VolP devices discovered on the network Information updated as of. 11282023, 21053 PM & Update [0
VolP Device Switch and interface where VolP device is Connected Peak Pesk Daily Utiizstion
Daily
MAC Error

IPAddress Connect  MFG Platform  VLAN PoE  Switch Interface Interface Description Addrensss Uptime Rate  Duplex Tx Rx

10.00.106 | (NN | Polycom(Zeom) DEFAULT_VLAN | 6.49W | Dubonnet ®int#18 | 18: 18 1| 118 days 00:40:46.80 | 0.000% | Ful 0.003% | 0.000%
10.50.0.114  [[EEIEEEY | Folycom(Zoom) | 10.50.0.114 | VLANZ0 Unknown | svsw2-shed | ®Int#2 | Pori3: Port 3 1| 12 days DB:47:22.72 | 0.000% | Full* 0.018% 0.002%
10.00.101 | (209 | Polycom DEFAULT_VLAN | 12.84W | Dubonnst ®int#a %9 1| 40days 09:24:23.04 | 0.000% | Fu 0.000% | 0.000%
1051067 ([T 28 - default 12.84 W | txswi-lab-PoE | @ Int#1 | 1: 1 Gigasit - Level (TP 8x8 Phane) 1| B1days 03:49:07.00 | 0.000% | Full 0.027% | 0.003%

Records 1-4 of 4 displayed{100 per page)

Phone Move Alerting

You can set up phone move alerting by setting up PoE status and change the alerting. This is done with
the config tool on the Alerts tab.

Call Path Maps

You can create a detailed Path Map of VolIP calls by selecting the Network Tab, and Path sub-tab. Enter
the source and destination IP addresses for the VolP connections, then select the “Map” button to render
the map. The Path Map displays the health and configuration information of every link involved in a call
from a starting IP address to an ending IP address. This provides unprecedented visibility into any
problems that previously occurred on all involved links.
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QueueVision®

QueueVision shows the QoS queues configured on Cisco routers that have Class Based QoS (CBQoS)
configured. This gives historical visibility into queue usage along a call path:

°
g %
-
8
SantaClara o 2%
Router (10.0.0.2) a
0%
06/01 06/02 06/02 06/02 06/02 06/02 06/02 06/03
23:00 03:00 07:00 11:00 15:00 19:00 23:00 03:00
® CPU Utilization
Outbound Queue: VOICE (High priority VoIP RTP)
Int #1 Se0/0/0: Serial0/0/0 &
a
IP Address: 192.168.10.1 o &
Speed: 1,536,000 bps ﬁ
MTU: 1500 2
Duplex: - 1
Error Rate: 4.606% peak 0.260% avg
Peak Utilization Rate: 7.217% Tx o T
Queuing: CBQoS:WAN-EDGE (Serial interface policies) geny 06802 €3 e 0602 e @ B
23:00 03:00 07:00 11:00 15:00 19:00 23:00 03:00
® Policy Match  ® Queue Drop
Queue: class-default
2,000,000
1,500,000
2
@ 1,000,000
500,000 l l
"l . ‘
06/01 06/02 06/02 06/02 06/02 06/02 06/02 06/03
23:00 03:00 07:00 11:00 15:00 19:00 23:00 03:00
® Policy Match  ® Queue Drop
Outbound
5%
o 4%
2
£ 3%
s
S 2%
s
& g ﬂ
o —h 1 WY
06/01 06/02 06/02 06/02 06/02 06/02 06/02 06/03
23:00 03:00 07:00 11:00 15:00 19:00 23:00 03:00

® Transmit Rate ® Error Rate

QueueVision also shows the match criteria to use each queue if you click on the interface:

. Queues

Queue: VOICE (High priority VolP RTP)
5b

4b

g Match dscp at13 (14)

4 24 0624
21:00 0 0 21:00
® Policy Match @ Queue Drop
Queue: class-default
2Mb
2Mb
£ i Match an|
B Mo y
1Mb
. T R T—
06123 24
17:00 17-00
® Policy Match @ Queue Drop
‘Outbound QueueVision
Class-Based Quality of Service (CBQoS): WAN-EDGE (Seral interface policies)
PolicyMap WAN-EDGE (Serial interface policies)
ClassMap VOICE (High priority VoIP RTP) 3951541728 6156400
queueing
matchStatement Match dscp afi3 (14)
ClassMap class-default 1261004682 1453462348
queueing
matchStatement Match any
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Assessment Tab

The PathSolutions TotalView assessment module also gives you the ability to acutely analyze your
bandwidth constrained links and their QoS configuration from the VolP Tools tab, Assessment Sub-Tab.
You can print a comprehensive Assessment Report by clicking on the download button.

Tools

Fhone Locator  Call Simulator ===

Tetal VolP aszessment of all interfacas

Download Assessment Report

Device Latency, Jitter, Loss, and MOS Score

TotalView is able to provide visibility into the DSCP, Packet Order, Latency, Jitter, Packet Loss, and MOS
score for any monitored device.

With this feature, you can monitor network devices that are in remote offices and have continuous
visibility into the capabilities of the connection to that office.
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Power over Ethernet Monitoring (PoE)

PoE allows you to watch the status and monitor the power usage for your PoE switches to make sure that
you are not getting close to limitations of the switch. It also monitors the power draw for each port on the
switch so you can determine where high-power drawing devices are connected to and quickly determine
any power faults.

Note: PoE Historical Utilization can be optionally tracked over time by enabling data retention of PoE
stats. This permits organizations to track their power usage and generate reports showing when
and where additional power is being drawn from PoE switches. See Appendix B on how to
enable reporting and how to extract data from the database.

Devices Total Netwark Visibility®
esce Pover Supey 1)
Device Name IP Address Group Status Rating (Watts) Consumption % Power Utilization Alarm Thrashold
Headquarters (24 devices) «
® (= hqmxes 108504
® [ hapad5o 10.88.0.5 -
® [ Syrah 10.00.1 1 On 73w 10w 1% -
® @ SantaClara 10002
® [2] RuckusAP 10005
® @ tempranillo 10007
® 3, kmaxmm 10008
* 8 Michelob 10.00.12 - -
# [&] Burgundy 10.0.0.18 1 on 408 W ow 0% 0%
@[] Chardonnay 10.0.0.20
 [&] Pinat 100021
® ] Merlat 10.0022
®[&] Riesling 10.0.0.28
® [&] Muscat 100023
® [ Franc 10.0.027
® [&] Palomino 10.0.0.28 1 on 360 W ow 0% -z
® o3 PSFTRI 10.0.0.30 -
® 8] Dubonnet 100032 1 on oW TW 2% 0%
& 8] harawwine mnnna - Nelivering Praer
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VoIP Programs

These are tools that can be used to test and troubleshoot VolP environments.

VolP Call Simulator Tool

This is a stand-alone program and available to download from the TotalView VolP Tab, Tools section,
under “Call Simulator”. Download the program, then click on the downloaded program to start it:

Tools

“WolP, Wideo, and Data test inal Batch process generator for the Call Simulator
Download Call Simulator Download Call Simulator Batch Tool
Download Call Simulation cient | =mail link ) Download Call Simulator Batch Teol { email link )

A VolIP Call Simulation Client is provided to help assess the capability of your network. Various numbers
of calls can be simulated and the performance of the network can be evaluated during the simulation.

The Call Simulator Tool will send VolP formatted ICMP ping packets to any IP address endpoint. This
permits you to simulate a VolP phone call to any LAN or remote IP address without having to set up
software on the remote IP endpoint.

When the Call Simulator is initially run on a computer it will ask for the IP address and port number for the
PathSolutions TotalView server. This is done for licensing as well as to seed the program with the server
and port for performing call path mappings:

Enter the P and port far Yol P tonitar

Server address: |1 0.100.36.156
Server port; |SEIB¢1

k. | Cancel

Once the validation check is complete, you should see the program ready to start.
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End-to-End Testing

You should be able to enter the IP address of the remote device or location that you desire to test to and
choose the codec to simulate. Click “Start” to start the simulation. This will perform an end-to-end test to
the remote location.

Note: If you choose an IP phone as the destination, you should simulate only one call at a time to that
location. [P phones tend to have very small CPUs and cannot handle more than 2 calls worth of
traffic before they start to discard packets.

Any remote location that responds to a PING (ICMP ECHO) can be used as a destination for testing.

You can choose to optionally tag the packets with a DSCP setting.

ﬁ Call Simulator (Registered to 10.0.0.16:8084) — *
From: [10.0070 to [10.0.019 Stop | |
Mode: |End—t0—endtest J
Codec: G711 (B4kbits) ~| & [48 46
=25
Calls .—12.5
. -1
(/)] |DSCP 12
c
=1%
|
o | Order 0%
0 == =32 ms
e
: Latency =16 ms
-— =0ms
° =41 ms
w Jitter =21 ms
=0ms
—20.9%
Loss —10.5 %
-0%
=44
MOS =27
| e | e | e | e | e | e | [ |_‘I
-700” 600" -3'00" 400" -3'00" -2'00" -1'00" 000"
Latency: -ms  Time: - Irevalid DSCP: -%
Jitter: -ms  Call ratio: - Outoforder: -%
Loss: -% MOS: =

Note: Your network configuration may strip this DSCP tagging and apply a different tag to the packets.
You may choose to deploy a packet analyzer to validate that the network configuration is not
stripping the DSCP tagging.

Note: If you intend to load a network to saturation to test for WAN stability, it is advised to use the IP
address of a router, switch, or server as the destination. Those devices tend to have enough
spare CPU cycles to handle processing large loads of traffic.

Note: Some devices will strip the DSCP tagging on their responses. Cisco routers have been validated
to preserve the DSCP tagging on their responses. Other devices may have to be checked to see
if they preserve or strip the tagging to insure that the DSCP is preserved bi-directionally.
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During a call test, the number of calls can be ramped up to load the network and determine how many

calls can reliably be handled to a destination.

%E Call Simulator (Registered to 10.0.0.16:8084) — X
From: [10.0.0.70 1o [in0013 Stop | R |
tode: IEnd-tD-endtest LI Call Path |
Codec: |G.711 (64khits) | Calsfll = [ Dsce [ [%

—30
Calls —15
-0
1DSCP | e
=0%
=1%
|
! Order| 0
—3Zms
Latency | =16 ms
=0ms
=41 ms
Jitter | i | m | “” “—21 ms
—0ms
=34.4%
A0 %
=44
MOS i
|IIIII|IIIII|IIIII|IIIII|IIIII|IIIII|IIIII|
-Too" 600" 500" 400" -3'00 -2'00° -100" 000"
4 B
Latency: -z Time: - meealid DSCE: -
Jitter: -ms  Call ratio: - Dutof order: -%
Loss: =% MOS:

Additional details about any point in time can be seen by hovering over the graph element with the

mouse.

= DSCP loss historical tracking: If DSCP is lost during a test, TotalView displays when it was lost so

it can be correlated with network events to determine the cause.

= Out of order reception historical tracking: If packets arrive out of order, TotalView tracks when it

occurred.

Link Troubleshooting

The Link Troubleshooting mode can be used to test packet stability over a number of router hops and is
typically used to test stability outside of a VPN tunnel to determine where packets are being lost or

delayed.

Enter the IP address of the destination to test and click “Start’. The program will trace the route to the

destination and then start testing:
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L= call Simulator (Registered to 10.0.0.16:8084) — *
€g

Fram: |1U.U.U.?U to IB-B-E-B | Stop I Sawe result

Maodea: ILinkTrDubIeshDDting LI Call Fath |

Delay between sends:  |100

=100 ms

Delay — 50 ms

=0 rms

=20 ms

Latancy =10ms

.

=20ms

Jitter _HLJWJI:;DWZS

—2%

Loss =1%

=0%
=44

MOS —2.7

|IIIIIIIIIII|IIIII|IIIII|IIIII|IIIII|IIIII|_‘I

-roo” -6'00" -5'00" 400" -3'00" -2'00" -1'00" -0oo”

< N

Latency: -ms  Time: -
Jitter: -ms  Delay: -ms
Loss: =% MOS: =
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As shown below, you can determine who owns or manages routers along the Internet.

8/23/2017 12:26:07 PM x
=20 ms
Latency =10msg
——nmn | 0 N _ams
=20 ms
Jitter III =10 me
-II II I =0ms
=2%
Loss =1%

104-8-32-110.lightspeed.sntcea.sheg
104-10-248-1 lightspeed. sntcca.sheg

71.148.148.242

71.145.1.40
google-public-dns-a.google.com

10.0.0.1
10.86.0.2
12.83.39.209
12122137213
208.121.188.66
108.170.242.241
216.239.48.95

<< Prav frame | >> Next frarme I Close

Latency, Jitter, and Loss are displayed to each hop along the way. As a result, it can be easily
determined which device is adding Latency, Jitter, or Loss along the way.

Note: If the hops do not show up you will need to check your Firewall. You may need to turn off your
Firewall for Link Troubleshooting, or allow inbound ICMP TTL Expired messages.
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RTP Receiver/Transmitter

The RTP Receiver/Transmitter mode uses UDP packets and is useful when remote devices block PING
(ICMP ECHO) packets.

To use the RTP Receiver/Transmitter Mode, email the link to the remote user and have the remote user
also run a copy of the Call Simulator on the network.

Enter a “name” in the Remote Name field such as “Chicago”. Then set your Call Simulator as RTP
Receiver in the Mode field and click on Start.

L® Call Simulator (Registered to 10.0.0.16:8084) - X
g

Femote Mame: IChicago Start I Sawe result

Mode: |RTP Receiver ~| | calPah |
Listen Part: |501U 3: v Enable DSCP
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On the remote Call Simulator, select the RTP Transmitter mode in the Mode drop-down box. You will
then see a drop-down box in the “To” field where you can select the “Name” of your machine. Select the

name of the machine to test.

ﬁ Call Simulator (Registered to 10.0.0.16:8084) - x
From: [10.0.0.70 to [10.0.058 =] | Stop | T |
Mode: IRTPTransmiﬂer LI Call Fath | IRDund—trip vl
Codec: [G.711 (B4khits) ~lPort[f010 H cals]l = [ nsce [ [4

—1
Calls —0.5
-0
| DSCP | 1
=0%
=-1%
I
.Order| 0%
—20ms
Latency =10ms
“—D ms
—20ms
Jitter =10 ms
=0 ms
—-2%
Loss =1%
=0%
=44
MOS —2.7
|IIIII|IIIII|IIIII|IIIII|IIIII|IIIII|IIIII|_-I
-roo* 600" 500" 400" -3'00"  -200"  -100"  -0'00"
Kl D=
Latency: -ms  Time: - Invalid DSCF: -%
Jitter: -ms  Call ratio: - Qutoforder: -%
Loss: =% MOS: =

You can then click on the Start button to start the simulation.

The IDSCP Graph will show when packets lose DSCP marking during a test.

The !Order Graph will show when packets arrive out of order
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TCP Receiver

Using the TCP Transmitter/Receiver mode will validate how much bandwidth is available between two
computers.

For example, if you have a 10meg WAN circuit between your remote offices but you think it is always
slow, you can confirm that the current utilization is zero percent, but you may want to test it.

Set up a computer in the remote office with TCP Receiver and provide a Remote Name.

L= call Simulator (Registered to 10.0.0.16:8084) - et
g

Femate Marme: IChiCﬂgD Stop I Sawve result

Mode: ITCPReceiver LI Call Path |
Listen Port; IEUU4 3:

Listening for agents...
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On the local machine, run the TCP Transmitter and enter the remote computer’'s name from the drop-

down box.

Simulated traffic will then run between the two systems.

%E Call Simulator (Registered to 10.0.0.16:8084)

Tirne:
Rate:

- x
Fram: |1n.u_u.?n to [10.0.068 -] | Stop | S il
hode: ITCPTransmitter LI Call Path |
Chunk size: lm nytes Port: m [~ Random usage fluctuation
—90.7 Mbps
Fate .—45.3 bbps
=0 hbps

212

Traffic between the two computers will start loading up and show how much bandwidth is being utilized. If

it shows that you are only getting 5mbps of throughput,

investigate.

you should call your WAN provider to discuss and
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UDP Firewall Test

To test if the port can fully reach the destination you can use the UDP Firewall Test. Choose the “UDP
Firewall Test” option from the Mode drop-down box.

1= call Simulator (Registered to 10.0.0.16:8084) - e
g

Fram: IW-U-U-?D to Im | Start | Save result

Mode: IUDPFirewaIITest LI Call Fath |
Diestination Faort: |501EI 3:

Fesolving target host address... OK
Tracing route to §.8.8.8 using UDP port 5010 packets... OK
RFesaoling host names... OK

1 10.0.01

2 10.86.0.2

3 104.8.32.110 104-8-32-110 lightspeed sntcca.sbeglobal net
4 104.10.248.1 104-10-248-1 lightspeed sntcca.shoglobal.net
b 71.148.149.242

6 71.1451.40

7 12.83.39.209

il 12122137.213

— Mo UDP:5010 response beyond this —

9 206.121.188.66 [ICKF]

10 108.170.242.241 [IChF]

1 216.239.49.95 [ICKP]

12 5.6.88 [1CMP ] google-public-dns-a.google.com
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DSCP Loss Test

The call simulator can test to see how far DSCP tags make it through the network. Run the call simulator
from a PC next to or behind the VolP phone. Choose “DSCP Loss Test” and enter the DSCP value that
you would like to test. Then enter the IP address of the remote endpoint where you would like to test
DSCP and click “Start”. The system will do a traceroute to determine the hops to the endpoint, and then
send out DSCP tagged packets to learn how far they make it through the network:

?;E Call Simulator (Registered to 10.0.0.16:8084) - X

From: |1D.D.D.?D | Start I Save result |

Mode: IDSCP Loss Test LI Call Path |

¥ DscP: |45
Resaolving target host address ... OK
Tracing route to 9.222.0.2... OK
Testing using ICMF packets with DSCF 46... OK
Resolving hostnames... OK
Hop Tag DSCF P MName
1 + 46 10.0.0.1
2 + 4k 10.86.0.2
3 + 46 104.8.32110 104-8-32-11 0lightspeed sntcca.sheglobal.net
— MNo DECP tag beyond this —
4 0 104.10.248.1 104-10-248-1 lightspeed sntcca.sheglobal.net
5 0 71.148.149.242

Look for the “--- No DSCP tag beyond this ---“ notice. This means that the previous device was stripping
the tag on its outbound interface, or the subsequent device was stripping the tag on its inbound interface.

NOTE: You may save any of these results as a .txt, .docx, .csv or html files depending on which test
you are running; you can see this when the test is done and you click on Save Result.
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VolIP Call Simulator Batch Tool

This is a stand-alone program and available to download from the TotalView VolP Tab, Tools section,
under the “Call Simulator” sub-tab.

The Call Simulator Batch Tool is used to create a script that will run multiple call simulations in sequence.

Download the batch tool program, then click on the downloaded program to start it:

Tools

-]

“olP, Video, and Dats test tool Batch process generator for the Call Simulator
Download Call Simulator Download Call Simulator Batch Tool
Download Call Simulation client | email link } Download Call Simulator Batch Toal | email link )

When the program runs, you will see the following screen:

&
"L) & / * @® TotalView server Port:| 8084

O Subscription customer number:

Enter the IP address or DNS name of the TotalView server in the TotalView server field.
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Click on the green “+” plus sign to add a test to the sequence. The right dialog will show the test mode
chooser:

& Batch File Creator Tool - O X

J .// * (@ TotalView server ‘ |oca|host| ‘Port:| 8084 ‘

O Subscription customer number:

Test #1

Test mode v

Use the drop-down to choose the type of test you want to run:
e End-to-End Test

Link Troubleshooting Test

RTP Receiver

RTP Transmitter

TCP Receiver

TCP Transmitter

UDP Firewall Test

DSCP Loss Test

Depending on the type of test chosen, it will show different options based on the type of test:

Test #1
Test mode End-to-End Test v

Destination IP 8888 |
Codec G.711 (64kbits) v
Number of calls ‘ 1 | =

DSCP Tag | 46 =
Quit if MOS score drops below |:| MQOS 4.00 =
Duration (seconds) ‘ 300 | =
Report file name HTML [Jpocx [Jcsv

End-to-End_8.8.8.8(2018.06.24T08h50m46s)

Add test Cancel

Refer to the Call Simulation section for a description of the different test types and inputs.
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Click “Add test” to add the test to the list of tests to perform.

& Batch File Creator Tool

J — .// * @ TotalView server ‘localhost ‘Port:|8084 ‘

O Subscription customer number:

- d X

Test #1: End-to-End to 8.8.8.8 DSCP 46
Test #2: Link-Troubleshoot to 8.8.8.8
Test #3: UDP-Firewall 8.8.8.8(port 5010)
Test #4: End-to-End to 8.8.8.8 DSCP 0

Click on the “Publish” button in the upper left corner and it will ask you to choose a director where the
script and call simulator should be copied.

There are two files that will be copied to the directory:
CallSimBatch.cmd
CallSimulator.exe
Both can be zipped and sent to a user or computer where they can be run.

The CallSimBatch.cmd should be run with local Administrator privileges to properly run. Right-click on the
CallSimBatch.cmd and choose “Run as Administrator”.

Upon completion, the resulting test files will all be saved to the directory where the script was run.
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Network Programs
These are adjunct tools that can be used to maintain the TotalView deployment, and also reports you can
receive that are not accessed by the Web Interface.

Note: Consult the Administration Guide if looking for the Device Configuration Wizard, Configuration
Tool, and Map Tool.

Poll Device

This is a simple test tool to verify that SNMP is communicating correctly. It is a stand-alone program and
is run from the Start/Programs/PathSolutions/TotalView/Poll Device menu.

&P roliDevice X

Device address:

’Tnjso.o 2

(" SNMPv1 @ SNMPv2c ( SNMPv3

Solutions

Community string:

‘public

[MD5 =]

[DES =1

Status:

Idle... Submit
Quit

Enter a device IP address and SNMP credentials and click “Submit” to test communications. The tool will
attempt to ping the remote device to see if it responds to a ping before doing the SNMP query.
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Syslog Viewer

This is a file viewer for syslog files that includes filtering and search capabilities. It is a stand-alone
program and available to run from the Start/Programs/PathSolutions/TotalView/Syslog Viewer menu.

&7 SL10.0.0.1.txt - Syslog Viewer O X

SL10.0.01.txt Search Fiter
stooo2ee || [ =
SL10.0.0.20.txt - e . - Uneurdts
SL10.0.0.21.txt
SL10.0.0.22.txt ey T
$L10.0.0.23.txt 12/28/2017 BM <190>1438: : Logging to host 10.10.0.10 port 0 CLI Request Triggered
SL10.0.0.26.txt 12/28/2017 e <190>1438: .0.10 port 514 started - CLI initiated i~
e 12/28/2017 M <18951440: ED: passwd syntax has been deprecated; please use password encryption or key config-key CLIs ir
SL10.0.0.27.txt 12/28/2017 M <100>1441: System clock has been updated frem 18:05:28 UTC Thu Dec 28 2017 to 18:05:28 PST Wed Dec 27 20
el 12/28/2017 AM <190>1442: : %5YS-6-CLOCKUPDATE: System clock has been updated from 19:05:28 PST Wed Dec 27 2017 to 12:17:09 PST Thu Dec 28 2(
SL10.0.0.23.txt 12/28/2017 M <189>1443: : #SYS-5-CONFIG_I: Configured from conscle by vty0
Aty 12/28/2017 M <18951444: : SWEBSERVER-5-LOGIN_PASSED:Switch 1 R0/0: : Login Successful from host 10.51.0.38 by user 'swinter'
SL10.0.0.5.txt 12/28/2017 M <190>1445: #5YS-6-CLOCKUPDATE: System cloek has been updated from 12:18: 2017 teo 03: 28 301
hatt 12/28/2017 M <190>1446: 45Y5-6-CLOCKUEDATE: System clock has been updated from 03:18: 2017 to 12: 28 201
SL10.0.0.7.txt 12/28/2017 M <189>1447: : 45YS-5-CONFIG I: Configured £rom comsole by veyQ
el 12/28/2017 M <18951448: : SWEBSERVER-5-LOGIN_PASSED:Switch 1 R0/0: : Login Successful from host 10.51.0.38 by user
SL10.10.0.1.txt 12/28/2017 e <190:1440: : 35YS-6-CLOCKUPDATE: System clock has been updated from 12:20:43 UTC Thu Dec 28 2017 to 21:20: 27 201
s e 12/28/2017 e <180>1450: 457s from 21:20:43 UTC Wed Dec 27 2017 to 06: 28 201
SL10.255.13.2.txt ||12/28/2017 2 <189>1451: %5YS-5-CONFIG_I: Configured from console by vty0
" sl 12/28/2017 e <188>1452: : SWEBSERVER-5-LOGIN_PASSED:Switch 1 RO/ Login Successful from host 10.51.0.38 by user 'swinter'
$L10.50.0.1.txt 12/28/2017 M <18951453: : YWEBSERVER-5-SESS_TIMEOUT Session timout from host 10.51.0.38 by user 'swinter'
s T 12/28/2017 M <188>1454: : SWEBSERVER-5-SESS_TIMEOUT:Switeh 1 RO/ Session timout from host 10.51.0.38 by user 'swinter'
SL10.86.0.2.txt 12/28/2017 M <19051455: : 35Y5-6-CLOCKUPDATE: System clock has been updated from 19:31:22 UTC Wed Dec 27 2017 to 10:31:22 BST Thu Dec 28 201
e 12/28/2017 e <189>1456: : 45YS-5-CONFIG I: Configured from comsole by vey0 (10.51.0.38)
12/28/2017 M <188>1457: : SWEBSERVER-5-SESS_LOGOUT:Switch 1 R0/0: : Successfully logged out from host 10.51.0.38 by user
12/28/2017 M <190>1458: System clock has been updated from 10:33:23 PST Thu Dec 28 2017 to 19:33:23 27 201
12/28/2017 M <190>1458: : System clock has been updated from 18:33:23 UIC Wed Dec 27 2017 to 10:37:55 28 201
12/28/2017 M <18951460: ~CONFIG_I: Configured from console by vyl
12/28/2017 e <180>1461: Configured from console by wty0 (10.51.0.38)
12/28/2017 M <1905>1462: System clock has been updated from 1 Thu Dec 28 2017 to 09:38:53 UTC Fri Dec 29 201
12/28/2017 e <190>1463: ~CLOCKUPDATE: System clock has been updated frem 0 Fri Dec 29 2017 to 01:39:09 BST Fri Dec 22 201
12/28/2017 e <188>1464: : 45YS-5-CONFIG_I: Configured from console by vty0 (10.51.0.38)
12/28/2017 M <18951465: 8: %WEBSERVER-5-LOGIN_PASSED:Switch 1 R0/0: : Login Successful from host 10.51.0.38 by user 'swinter'
12/28/2017 MM <100>1466: 45YS-6-CLOCKUPDATE: System clock has been updated from 01:43:15 PST Fri Dec 20 2017 te 16:36:00 BST 28 201
12/28/2017 M <19051467: 45YS-6-CLOCKUPDATE: System clock has been updated from 16:36:45 BST Thu Dec 28 2017 to 10:39:00 BST Thu Dec 28 201
12/28/2017 M <189>1468: : YWEBSERVER-5-SESS_TIMEQUT:Switch 1 RO/ Session timout from host 10.351.0.3% by user 'swinter'
12/28/2017 M <189>1460: : SWEBSERVER-5-SESS RO/ Session timout from host 10.51.0.38 by user 'swinter'
12/28/2017 I <189>1470: : AWEBSERVER-5-SESS RO/ Session timout from host 10.51.0.38 by user 'swinter'
12/28/2017 e <188>1471: : SWEBSERVER-5-SESS R0/ Session timout from host 10.51.0.3% by user 'swinter'
12/28/2017 M <18751472: : %FED_FNF_ERRMSG- :Switch 1 R0O/0: fed: Failed to attach IP NBAR to interface GigabitEthernet1/0/1
12/28/2017 mM <180>1473: AWEBSERVER-5-SESS_ Session timout from host 10.51.0. user 'swinter'
12/28/2017 BM <189>1474: : YWEBSERVER-5-SESS Session timout from host 10.51. user 'swinter'
12/28/2017 PM <189>1475: : AWEBSERVER-5-SESS Session timowt £rom host 10.51. user 'swinter'
12/28/2017 BM <188>1476: : YWEBSERVER-5-SESS_T Session timout from host 10.51.0.38 by user 'swinter' @
< >

The viewer allows you to select a logfile from the left column and review the received syslog messages
contained.

Filtering can be performed by entering the information into the filter and choosing “Filter”.
Searching for text can be performed by entering text in the search field and clicking “Search” or “Next”.

If you want to view newly received syslog messages from a device, click the “Live update” button to turn
this feature on or off.
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Ignoring Interfaces

There are different ways of ignoring interfaces. This is how you can add and subtract interfaces using the
web interface. Consult the Administration Manual for other ways to do it, outside of the web interface.

If you only have a couple of ports you would like to ignore you can go to the “Device List” tab and click on
a device and then click on the “ignore” link towards the right hand side of the table for each interface
number you would like to ignore. The web configuration must be unlocked for this column to show up.

Devices Total Network Visibility®

« 5 SRS Trafic PoE STP Inventory Descriion Backup Support Financials Vulnerabilities
Device SNMP Oper Admin

Device Name IPAddress  Version Manage. CPU Int Down Down Location Contact Uptime

*[&] Finat 10.00.21 w2 | T 25 21 o topst =.com 1184 00h 03m

& Interfaces
Peak  Peak Daily
Daily  Utilization Fot  Status
'3 ignors Exror Interface VLAN
Interface Favorts Wan  Address Description t Rate  Tx  Rx Speed Duplex ID  Admin Oper  Control
® INTE1 Favorite | WAN 11 0.000% | 0.016% | 1.208% | 1,000,000,000| Fu 1 up c
INTE2 X 22 0.000% | 0.000% | 0.000% I = 1 up
INTES E 0.000% | 0.000% | 0.000% 1 w
INTES 44 % | 0.000% | 0.000% 1 w
INTES 55 % | 0.000% | 0.000% 1 up
INTES 6:6 0.000% | 0.000% 1 w
INTET T 0.000% | 0.000% - 1 w
INTEE B 0.000% | 0.000% 1 up
INTE9 oo % | 0.000% | 0.000% 1 w
INTEO 10:10 % | 0.000% | 0.000% 1 w
® INTE11 1 w
1

% | 0.008% | 0.000% | 100.000.000| Fu
0.000% | 0.000% =

INT#12

If your web interface has been locked, you will not see the “ignore” link in the Device List tab.

Note: The web interface must be in "unlocked mode” to be able to ignore interfaces here. See the
Administration Guide on how to use the Config Tool to unlock the web interface.

Removing an Interface from the Ignore List
To remove an interface from the Ignore List, use the Config Tool. See the Administration Guide.

Page 160



PathSolutions User Manual TotalView 14

Adding an Interface to the Favorites List

There are different ways of adding interfaces to the Favorites list. This is how you can add them using
the web interface. Consult the Administration Manual for another way to favorite devices, using the Config
Tool.

To add an interface to the favorites list, just click on a the “Favorite” link next to the interface in the
General sub-tab under the Device List tab. The web interface must be unlocked for this column to show

Devices Total Network Visibility®
1 N .cc. poc s> ifveniory Descrption Backup Suppert Financials  Volnerasiies
- Oper  Admin
Device Name IP Address Version Manage CFU Int Down Down Location Contact Uptime
® [§] Pinot 10.0021 e | Tewets 28| 21 0 tops@pathsclutions.com 118d O0h 05m

[EN Traffic PoE  STP  Detils CDPILLDP  Connected

Peak  Peak Daily
Daily  Iilization Port Status
1 Error Interface VLAN
Interface Favo ™M WaN  /ddress Description Rate  Tx Rx Speed Duplex ID  Admin Oper  Control

e 0.000%  0.016% 1.208% | 1,000.000.000 | Fu 1 up up | Infrastrueture

* INTE1 Faw 1

INT#Z zz2 ©.000% | 0.000% | 0.000% 1 we
INTER EE 0.000% | 0.000% | 0.000% 1 7
INTEs %2 0.000% 1 up
INTES 55 0.000% 1 up
INTE6 L 0.000% 1 up
INTET w7 0.000% 1 up
INTEE B 0% | 0.000% 1 P
INTES oo 00% | 0.000% 1 7
INTE10 10: 10 0.000% S 1 up
 INTE 1 0.000% | 100,000,000 Fus 1 up
INTZ12 1212 00% | 0.000% = 1 wp
* INTE13 1313 0.015% | 1.000,000,000 | Ful 1 up
INTZ14 14: 14 0% | 0.000% - 1 P
* INTE15 1515 0.000% | 10000000 Fu 1 up
INTE16 16: 18 0.000% 1 w
INTEIT 1717 0.000% 1 up
INTE12 18: 18 )5 | 0.000% 1 up
INTE19 1018 0.000% 1 [
INTZ20 20:20 000% | 0.000% 1 wp | down
INTE21 z1:21 % | 0.000% 0.000% 1 p | down
INTE22 2222 5% | 0.000%  0.000% 1 up | sown

You will be presented with a dialog confirming your selection:

r ~
Message from webpage IéJ

|el Add this interface to the Favorites tab?

[ ok ][ cancel |

%

Click “OK” to add the interface to the favorites tab, or “Cancel” if you do not want to do so.

Note: The web interface must be in "unlocked mode” to be able to add an interface to the Favorites List.
See the Administration Guide on how to use the Config Tool to unlock the web interface.

Removing an Interface from the Favorites List
To remove an interface from the Favorites List, use the Config Tool. See the Administration Guide.
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MIB Browser

TotalView includes a MIB Browser. It includes the tools to manage SNMP Trap Receiver alerts. It also
includes OID Monitoring and Graphing. See the Administration Guide, “MIB Browser” section for
information.

Example of adding OID monitoring, using the MIB Browser tool:

5
@@@@ﬂa*;,lnM&gp innni < b M \iows Eull OIN - D = ' @**

| $% Add OID to moniitoring / 100.0.1 - Syrah

Device Graph
IP address 10.0.0.1 Description for graph arpMac
[ Use specific interface Y-Axis lab™
omn Legend label
Transform @
arpMac 1.3.6.1.4.1.41916.12.1.1.4
Examoles
Type: Octet string *5 = Multiply result by 5
F = Convert value to Fahrenheit
Entry: Not selected @ C = Convert value to Celsius
Index Value Alert

Treshold value
Examples
90  Trigger if value exceeds 90
40,90 Trigger if value is below 40 or exceeds 90

Notification e-mail

Get Value
Save* Cancel
WO O
& app
Bip
B> ipMfibOilMcastOilListTable

B vrrpTable -
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Reports via Email

These are the reports you can receive from TotalView by email. Consult the Administration Guide if you
wish to configure or customize these reports.

Network Weather Report

The Network Weather Report is emailed by the service every night at midnight. An example of a weather
report with interfaces that are degraded is as follows:

The default report includes information regarding the health of the network, a section on issues and
errors, a section on performance, a section on the top 10 interfaces with the highest daily receive
percentage and administrative information.

All links on the report will link to the product website so you can rapidly check information and work on
resolving problems on a daily basis.

It is recommended that you archive these reports in an email folder for future reference.

The network's overall status is displayed in color (red for "Degraded", green for "Good") at the top of the
report.

If the overall network status is degraded, then a table listing the interfaces with “Issues” will be displayed.

The "Errors" section will list the top 10 interfaces with the most errors.

i Network status as of 9/8/2020 12:00:19 AM: DEGRADED (1.6%)
TotalView

This network weather report contains information on your network's errors, perfermance, and administration. Additional
information on your network can be viewed on the TotalView website

Bits per Second

2 1S R R S 2 B - S 3 s 7 9 111315 1719231 "33
B Transmitted W Received Time (Hours)

Issues Current Issues

11 interfaces (out of 681 interfaces on your network) are reporting more than 90% utilization or more than 5% errors
per packet

[Interface |Peak Daily [Peak Daily Utilization
Name Number Description Error Rate Tx Rx
Communicafions failure with 10.0.0.19. Is device offine?
Communicafions failure with 10.0.0.29. Is device offline?
Communications failure with 10.0.0.35. Is device offine?
Communications failure with 10.0.0.36. Is device offine?
Communications failure with 10.0.0.42. Is device offine?
Communicafions failure with 10.0.0 45 Is device offline?
Communications failure with 10.0.0 46 Is device offine?

| Communications failure with 10.0.0.47. Is device offine?

| = ~a| =] | ~| ~a| ~a| ~a| 3]

Communications failure with 10.0.0.254 Is device offine?
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The "Performance” section will list the top 10 talkers and top 10 listeners.

The "Administration” section will include the number of interfaces that are operationally shut down and

administratively shut down.

Network Weather Reports can be customized to include your company logo, or other text. Refer to page
125 (Configuring Email) for information on configuring the report.

Note:

except without HTML formatting.

The Network Weather Report has an attached text file that can be used to display the same data,

@ Sauvignon Int #7
® Sauvignon Int #17
® NewYork

Int #2

& Denvex Int $2

® Internet Int #1

® Sauvignon Int #1

@ Sauvignon Int #3

©® Sauvignon Int #49

® Bordeaux Int #46

Performance
Top 10 interfaces with the highest daily ission p g Current top 10 talkers
Interface
Name Number Description

ifc7 (Slot: 1 Port: 7): Avaya Ethernet Routing Switch 4850GTS-PWR+ Module - Port 7

ifc17 (Slot: 1 Port: 17): Avaya Ethernet Routing Switch 4850GTS-PWR+ Module - Port 17

Se0/0: Serial0/0 (Link to Atlanta)

Se0/0: Serial0/0

Fa0/0: FastEthernet0/0 (WAN side <FG726>)

ifc1 (Slot: 1 Port: 1): Avaya Ethernet Routing Switch 4850GTS-PWR+ Module - Port 1

ifc3 (Slot: 1 Port: 3): Avaya Ethernet Routing Switch 4850GTS-PWR+ Module - Port 3

ifc49 (Slot: 1 Port: 49): Avaya Ethernet Routing Switch 4850GTS-PWR+ Module - Port 49

46: Ethernet Interface

Name Number

©® Denver Int $2
® Sauvignon Int #7
® NewYork Int #2
® Sauvignon Int #17
® Internet Int #1
® Sauvignon Int #3
©® Sauvignon Int #1
©® Sauvignon Int #49

@ Bordeaux Int #46

® Denver Int $#1

Administration

interfaces.

related to P:

@ Pinot Int #10007 Fa0/7:F (Cs to Denver)
Top 10 interfaces with the highest daily receive p g Current top 10 listeners
Interface

Description

Se0/0: Serial0/0

ifc7 (Slot: 1 Port: 7): Avaya Ethernet Routing Switch 4850GTS-PWR+Module - Port 7

Se0/0: Serial0/0 (Link to Atlanta)

ifc17 (Slot: 1 Port: 17): Avaya Ethernet Routing Switch 4850GTS-PWR+ Module - Port 17

Fa0/0: FastEthernet0/0 (WAN side <FG726>)

ifc3 (Slot: 1 Port: 3): Avaya Ethernet Routing Switch 4850GTS-PWR+ Module - Port 3

ifc1 (Slot: 1 Port: 1): Avaya Ethernet Routing Switch 4850GTS-PWR+ Module - Port 1

ifc49 (Slot: 1 Port: 49): Avaya Ethernet Routing Switch 4850GTS-PWR+ Module - Port 49

46: Ethernet Interface

Et0/0: Ethernet0/0

shut down interfaces

If you have q
|

f you have technical su

‘s sales, please contact Sales@PathSolutions.com.

ort issues relating to any of PathSolutions's

roducts, please contact S @PathS

Error Peak Daily Utilization
Rate Tx Rx

1.887%100.000% 100.000%

w
o

.435%100.000% 100.000%

.000% 100.000% 100.000%

o

o

.000% 100.000% 100.000%

19.834% 44.101% 35.052%

1.887% 11.284% 11.112%

.887% 11.284% 11.112%

-

.863% 11.284% 11.112%

I

N

.537%

o

.203% 6.521%

0.000% 5.629% 5.438%

Error Peak Daily Utilization
Rate Tx Rx

0.000% 100.000% 100.000%

I

.887%100.000% 100.000%

o

.000% 100.000% 100.000%

B86.435% 100.000% 100.000%

19.834% 44.101% 35.052%

"

-887% 11.284% 11.112%

"

.887% 11.284% 11.112%

-

.863% 11.284% 11.112%

N

.537% 6.203% 6.521%

=)

-226% 5.320% 5.492%

Your network has 637 interfaces that are operationally shut down. These interfaces are available for additional nodes. When this number drops too low,
you should consider purchasing additional switch interfaces to make sure you can continue to add to your network. View current Operationally down

Your network has 9 interfaces that are administratively shut down. These interfaces have been disabled by the network administrator, and will not
function if a node is connected. View current A i ivel,

olutions.com.
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Nightly Security Report

If you have the Security Operations Manager module, you can get a nightly security report sent to your

mailbox. See the Administration Guide to configure this.

lab-fred-reports@pathsolutions.com IT Operations; Tim Titus ~
TotalView Nightly Security Report

0 If there are problems with how this message is displayed, click here to view it in a web browser.

TotalView Nightly Security Report

<>

D

262 59
End User Devices Network Devices

145 119 107 0 26 0 44
HTTP Teinet SNMP  ARP FTP  rlogin
servers o

o Footprint 0 Network Device Vulnerabilities

DNS Record Monitoring

L
NTP SMTP

1
-
S =

Now
pevices  CEEEE) 2

: )

Suspicious
Communications

Tue 12:04,

If you have the Security Operations Manager module, you can monitor DNS records and receive an alert
if a DNS record is changed. Here's an example: You may want to monitor your website address, and
check it didn't change it every 5 minutes. If a hacker changes the IP address, you'll be notified by email.

See the Administration Guide to configure this.

BGP Peer Alerting

If a BGP peer gets disconnected or changes status, you can receive an email alert about it. With this
customizable alerting feature, you can ensure things will continue to work, even if one connection goes

down. See the Administration Guide to configure this.
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SSL Certificate Monitoring

If you have the Security Operations Manager module. you, an email alert of expired SSL Certificate can
be setup. Consult the Administration Guide on setting it up.

ab-fred-reports@pathsolutions.com IT Operations; Tim Titus ~ Tue 2:59 PM
TotalView Expired Certificates Report "
TotalView Expired Certificates as of 1/31/2023 2:59:19 PM
Status Server Start Date End Date Common Altemative
Name Names
expired |https://scooby.pathsolutions.local Mon Feb 17 14:37:18 |Wed Feb 16 14:37:18 |TotalView Ul
2020 2022

invalid |https://chi01.pathsolutions.com:54433
invalid |https://nj01.pathsolutions.com:54433

invalid |https://sea01.pathsolutions.com:54433

invalid |https:/sub02.nlsubscription.com

invalid |https://portal.pathsolutions.com

3 invalid |https://vpn.pathsolutions.com
| linvalid |https://bad.pathsolutions.com

TotalView 14.0 (14022) Copyright ©2022 PathSolutions, Inc

Email Report Templates

Existing email report templates are located in the “MailTemplates” directory. They can be edited with a
text editor and copied to create new templates. The format of the templates includes standard MIME
encapsulation headers and definitions for multipart messages (HTML and embedded graphics).

See the Administration Guide for how to use the email report templates.

Custom Email Reports

Custom reports can be setup to email to users whenever desired, or on regular schedules
See the Administration Guide for how customize email report templates.
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Fixing Problems on Your Network
Improving Network Health
Network health can be improved by working on the issues listed in the “Issues” list:

Issues Total Network Visibility®
Interfaces with peak daily ufilization rates greater than 90% or error rate greater than 5% & Print Group: All -
1 down device, and 8 1 subnet mask problem, and B 1 routing table protlem, and B 6 tots| interfaces with issues

Average  Peak Daily Utilization
MAC  PeakDaily Daily Error

Device Name Device IP Address  Interface Number Interface Speed Addresses  Ervor Rate Rate Tx Rx

€ RuckusAP 10008
€ hqmxes 10.88.04

® UBNT 10.50.0.174 Int#2

® dev-ubnt-ts01 10.1.0.26 Int#2 10,000,000,000

® dev-rhela5-01 10.1.0.27 Int#2 10,000.000.000 0| 1T.241% 0.085% 0.000% | 0.000%

® HardCider 10.60.0.7 Int # postt (INVA

1,000,000.000 0| 14802% 5.515% 0.012% 230%

® idrac-CTZPKD2 10.200.10.10 Int#3 =thiD: ethD 10

® txsw2-lzb 105104 Int#14 14: 14 Giganit - Level (Gzme PC) 10,000,000 a 0.000% 0.000% | 100.000% | 4.853%

Click on the interface number to get details on the source of the problem.

If you have a bandwidth problem, you may want to upgrade the interface to a faster speed (upgrade
10mbps to 100mbps, or 100mbps to gigabit), and/or configure the link for full duplex. You may have
errors associated with a bandwidth problem (like collisions), so it is recommended to solve bandwidth
problems first.

After resolving bandwidth problems, you will want to focus on reducing the error rate on the interface (if
this is a problem). Use the error analysis section for suggestions of a course of action. It may
recommend replacing cables or network cards, depending on the types of errors that occur.

Additional troubleshooting information exists for each specific error. You can receive the online help by
clicking on the specific error name.

Once you have implemented a fix, you should have a gradual reduction of the error rate on this interface.
You may choose to immediately reset the counters on the interface so the program will start calculating
error rates with a clean slate. Refer to your switch's documentation for information on how to clear
interface statistics.

Note: Some switch manufacturers only allow clearing statistics for the entire switch, not a specific
interface.

Note: If a switch manufacturer does not offer a method of clearing statistics, you will have to reboot the
switch (or perhaps just the management module) to clear out old statistics. The telnet link can be
used to quickly connect to the switch and check duplex and switch configuration.
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Running a Collision-Free Network
Click on the “Interfaces” tab and review the interfaces that are configured for half-duplex:

Interfaces Total Network Visibility®

H Trunk Ports <i0meg 10meg 100meg 1gig 10gig >100gig OperDown AdminDown Unknown Protocols [ICTIaECI i

Half Duplex Interface List sorted by Peak Daily Error Rate

Device Name Device IP Address  Interface Number Description

® SantaClara 10002 Int £2 Fali0: FastSthemetli0
® Chianti 10.50.0.10 Int #1 2]

® Dubonnet 100032 Int £39 2928

® Facifica 10.50.4.1 Int #3 Fali1: FastEthemet0i1
® Chardonnay 10.50.4.2 Int #19 1218

These interfaces should be converted to run in full-duplex mode to eliminate packet loss due to collisions.

Eliminating Bottlenecks

Click on the “10meg”, “100meg”, and 1gig sub-tabs to investigate interfaces that should be upgraded to a
faster speed:

Interfaces Total Network Visibility=:

H TunkPorts  <10meg 10meg 100meg 1gig [RUITSN >100giy OperDown Admin Down Unknown Protocols  Half Duplex i

10 Gigabitinterface List sorted by Peak Daily Utilization Rate

Device Name Device IP Address  Interface Number Description
® Michelob 10.0.0.12 Int £436212736 Ethamet1/11: Ethemet1111 (Viwars 10.1 Net)
® Michelob 10.0.0.12 Int £436212224 Ethamet1/10: Ethemat1/10 (Vihware 10.1 Net)
® dev-ubntts01 10.1.0.28 Int 2 ens1a are VMXNETS Ethemet Coniroller
® dev-rhelsso1 10.1.0.27 Int £2 ns182: ens192
Ao igabit interfaces displayed

Click on the interface number to get details on the interface’s utilization.
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Determining What’s Connected to an Interface

Go to the Network, Devices tab, and click on the Device Name of the interface that you want to know
about. An Interface Section will appear for that device. Click on the “Connected” tab, and it will show you
what devices are connected to the interface, along with the VLAN, MAC address, and IP address (if
available in other device’s ARP caches). If you hover over the MAC address it will show you the
Manufacturer of that device. Reverse-DNS lookups for switch ports can also be identified by clicking on
the IP address.

Devices Total Network Visibility®

General e Inventory Description Backup Support Financials Vulnerabilities

Device SHMP. Oper  Admin
Device Name IPAddress  Version Manage CPU Int Down Down Location Contact Uptime

® [&] Pinat 10.0.0.21 w2 | Teloot SSH Web 2 2 0 tops@pathsoiutions.com 116d 00h 08m

& Interfaces

P Ignore
Interface Favorits | wan  Address Description mt

® INTE1 Favorite | WAN 11

INT#2
INT#3

Finding Anomalous Traffic

If you notice strange traffic on one interface, you can use TotalView to locate the source of the traffic.
Consider the following graph of Interface Performance:

@l Interface Utilization X W

Bits Per Second Percent Peak Percent ® View Packets & Broadcasts
kbps Tx Rx
Min 86 74
2 Avg 106 391
o
’V\m Max 252 3493
- teeki 95th 168 1695

95th % 0.017% 0.001%
©® Transmitted @ Received

At approximately 2:14 pm yesterday, roughly 3.5meb of data was received. With this traffic pattern in
mind, we can quickly click on the interface arrows to find the interface that transmitted that quantity of
traffic during those times.

Once you have found the interface, you can determine what is connected to the interface and look into
the purpose of the traffic.

The benefit of this feature is that you do not have to be in front of a packet analyzer at the time the traffic
is transmitted to determine the source of the traffic.

To see this graph, go to the Network section, Devices tab, and click on the Device Name of the interface
that you want to know about. An Interface Section will appear for that device,

Right under the “Interfaces” subtitle, click on the left and right arrows to view the other interfaces on the
switch. Look for a similar traffic pattern at the same timeframe.
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If determining the source and destination of the traffic is not enough to narrow down the cause, the next
step would be to use NetFlow monitoring to see the traffic flows through the device.

Determining Laptop Usage

Laptops add and drop from the network on a regular basis. To track their usage patterns from the
dashboard, select the Dashboard tab. Then select “Edit” on the right-hand side.

Interface Duplex

Solutions Network Health Device Manufacturers d Interface Speed

TotalView

T) Dashboard

@ Cisco Systems, Inc ® 19 @ Full Duplex
‘ Other 100 meg Half Duplex
@ Cisco Meraki @ 10meg
Hewlett Packard <10meg
VMware, Inc. 10 gig
Palo Alto Networks > 100 gig
@ PC Engines GmbH
@ Dell inc.
@ OpenGear, Inc

Daily Errors g Daily Utilization

Select the “Daily Ports” — to see the Down Interfaces:

() about:blank

Daily Ports
Q00
00
700
G00
500
400
300
200
100

- |

9PM 9AM

B Admin Down . Oper Down

Note: In this case there is no change over time. In other cases, you may see the number of
"Operationally Down" interfaces decreases as users connect to the network and increases as
users disconnect.
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Planning for Network Growth

Making sure that you always have free network ports available for growth is important. Use the
Dashboard tab, select Add Widget, and add the “Daily Ports” to view the Down Interfaces and to
determine overall port availability.

When the number of operationally shut down ports gets too low, additional switch ports should be
acquired.

Scheduling Server Outages

Determining the timeframe to schedule server outages can be tricky without TotalView. Choose the
interface that connects to the server and view the daily, weekly, and monthly graphs to determine when
network utilization for this server is lowest. The user community should be comfortable with the decision,
as there is no documented usage during that period.

Scheduling Switch & Router Outages

Scheduling switch outages are easy as well. Choose the switch details and view the daily, weekly, and
monthly graphs to determine when overall switch utilization is lowest.

Daily Utilization Tracking

View the daily utilization using a Widget in the Dashboard tab to determine if the utilization meets with
your expectation of usage.

Consider the following “Daily Utilization” graph:

@ aboutblank

Daily Utilization
20000

70000
60000
50000
40000
30000
20000
10000

0

3PM 9PM 3AM 9AM 3PM

B Transmitted [ Received

This graph shows a lot of data being transmitted after (9:00 am). This timeframe may correspond with
jobs that are set to execute during that timeframe.

The graph also shows other spikes between 9:00 am and 4:00 pm. This may also correspond with
scheduled activities on the network.

Current Utilization

The “Current Utilization” widget shows live usage of any interface in the infrastructure. You can place iton
the dashboard ir run it from a separate window on your computer monitor.

[insert widget picture here]

Page 171



PathSolutions User Manual TotalView 14

Daily Errors Tracking

View the daily overall errors to determine if the level of errors meets with your expectation of error
distribution.

Consider the following “Daily Errors” graph:

(@ about:blank

Daily Errors
70000

60000
50000
40000
30000
20000

10000

3FPM aPM 3AM AAM 3PM
B Errors

This graph shows that the most errors happen at 9:00 am. If you are aware of a process that runs at that
time, you may choose to investigate the interface of the machines that executes the process.

Performing Proactive Analysis

You can be proactive by using the "Top-10” (errors) tab to locate interfaces that have error rates that are
increasing. Reducing these error rates will help prevent them from becoming issues.

The "Top Transmitters" and "Top Receivers" tabs can be used to watch which interfaces may become
bandwidth bottlenecks.
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Error Resolution

When a problem is resolved, you will want to clear the error condition so it is removed as a red dot on the
interface, and have it removed from the Issues list.

! Errors
Packet Loss ® View Error Counters
4
2
I
A A
® Errors
~¢n. Network Prescription X Suppress Errors X Clear errors

» i Frame Too Long errors exist on this interface

This interface has received frames that are too large for it to receive. Another interface on this segment may be configured to perform VLAN tagging, and this interface is not
configured to respect VLAN tags. If the other interface transmits a 1500 byte long frame, the VLAN tag added to the frame making it 1518 bytes long. This interface may discard these
frames and also not interpret the VLAN tag properly as a result. To fix this problem, either enable VLAN tagging on this interface, or disable VLAN tagging on all other interfaces on this
segment

You can click on the “Clear errors” to the far right side of the Network Prescription section and it will
remove the red dot on the interface.

If errors start to re-occur on the interface, it may immediately turn back to red.

Alternately, you can add a note to the interface and check the box “Clear errors” and it will also clear the
condition.

If errors continue to occur on the interface, and the problem is related to the device not reporting errors
correctly on the interface, errors can be suppressed for this interface. Click on the “Suppress Errors” to
the right of the Network Prescription section and it will change this interface to a yellow dot if it has
suppressed errors, or green if suppressed but there are no errors.
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Establishing Device Parent-Child Relationships

Parent-child relationships can be established so alerts for subordinate devices are not received when the
parent device is unresponsive.

This can reduce and/or eliminate the large number of device outage alerts that are received when one
device goes down, permitting you to focus your energies on responding to the one device that did fail.

Relationships are established via the ParentList.cfg file. Edit this file with a text editor like Notepad and
enter your devices. Each “Child Device” should have one or more “Parent Device” defined.

;CHILD DEVICE PARENT DEVICE
192.168.1.56 192.168.1.12
192.168.1.12 192.168.1.1
192.168.1.12 192.168.1.2

In the above example, if 192.168.1.12 goes down, the child device 192.168.1.56 will not generate an alert
if it is unreachable.

In the above example, if 192.168.1.1 goes down, the child device 192.168.1.12 will still generate an alert
because another parent is defined as a means of reaching it. If both 192.168.1.1 and 192.168.1.2 are
down, then no alert will be generated for 192.168.1.12.

After saving this file, the service should be stopped and re-started to have it take effect.
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Troubleshooting

There are no devices listed on the web page
The QuickConfig Wizard will attempt to locate any devices that are configured to respond to
SNMP. You should check to make sure that SNMP is enabled on your network devices and that
the device will respond to SNMP queries from the PathSolutions TotalView computer.

You can use the PollDevice program to test SNMP communications to/from a network device to
validate that it is responding to queries with your community string.

Nothing happens when the service starts or the service fails to start
Check the Windows Event Application log to see what the problem is. Detailed error descriptions
have been created to help you determine what the program needs to be able to operate correctly.

PathSolutions’ TotalView does not check all of my interfaces
If you have more interfaces on your network than you possess license keys, then PathSolutions
TotalView adds a notice at the bottom of all web pages informing you that there are not enough
licenses to monitor all of your interfaces. Please contact sales@pathsolutions.com and they will
be happy to help.
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Frequently Asked Questions

| want to customize the Network Weather Report emails that are sent. How do | do this?
If you want to modify the Network Weather Report emails that are sent, modify the
"WeatherMail.txt" file in the directory where you installed the program.

How do you clear out the utilization statistics?
The PathSolutions TotalView saves statistics in files in the “Data” directory where you installed
the program. Each filename corresponds to a device on your network. You should stop the
TotalView service before deleting files.

How many interfaces can | monitor with PathSolutions TotalView? Please go to our website:
https://www.pathsolutions.com/resources/system-requirements/

Is PathSolutions TotalView safe to use on the Internet?
TotalView has been tested for buffer overflow errors from browsers to make sure that it is safe to
use on Intranets, Extranets, and the Internet. If you intend to use the product over the Internet,
care should be taken to limit access to only IP addresses that should be able to access the
TotalView machine, and not permit general access. You should enable authentication and
require passwords to be used to access the system.

Note: The PathSolutions TotalView passwords are sent in Base64 encoding. This provides simple
encryption of passwords and accounts, and should only be used to deter casual hackers.
In general, a VPN should be employed to provide security between a computer on the Internet
and the TotalView server. The PathSolutions TotalView accounts should be used as a method of
preventing internal users from accessing network information.

Why are the transmitted and received information reversed?
When you view statistics, they should be viewed from the switch interface's perspective. If your
backup server is receiving lots of information at 2:00am, the switch interface that connects to the
backup server would be transmitting a lot of information to the backup server.

How do | assign descriptive names to interfaces?
If your switch does not allow you to assign names to each interface, TotalView can allow you to
assign names to each interface. Edit the IntDescription.cfg file in the directory where you
installed the program.
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Appendix A: Error Descriptions
Alignment Errors

Rare event

Official definition: A count of frames received on a particular interface that are not an integral number of
octets in length and do not pass the FCS check. The count represented by an instance of this object is
incremented when the alignmentError status is returned by the MAC service to the LLC (or other MAC
user). Received frames for which multiple error conditions are obtained, according to the conventions of
IEEE 802.3 Layer Management, are counted exclusively according to the error status presented to the
LLC.

Basic definition: All frames on the segment should contain a number of bits that are divisible by eight (to
create bytes). If a frame arrives on an interface that includes some spare bits left over, the interface does
not know what to do with the spare bits. Example: If a received frame has 1605 bits, the receiving
interface will count 200 bytes and will have 5 bits left over. The Ethernet interface does not know what to
do with the remaining bits. It will discard the bits and increment the Alignment Error count. Because of
these remaining bits, it is more likely that the CRC check will fail (causing FCS Errors to increment) as
well.

What you should do to fix this problem:

Cause 1: If you have a switch port configured for full-duplex, and the workstation is configured for half-
duplex, (or vice-versa) the network connection will still pass traffic, but the full-duplex side of the network
will report Alignment Errors (it cannot report any collisions because it cannot detect collisions on a full-
duplex link). The half-duplex side of the network will report collisions correctly, and will not detect any
abnormalities. Check to see if there is a duplex mismatch on this interface.

Cause 2: Occasionally, a collision can create an alignment error. If you have a segment with lots of
collisions, and you see occasional alignment errors, you should solve the collision problem and then note
if the alignment error problem also goes away. Implement full-duplex to solve the collision and the
alignment problem.

Cause 3: Sometimes alignment errors will increment when there is induced noise on the physical cable.
Perform a cable test. Check the environment for electrical changes (industrial electrical motor turning on,
EMI radiation, etc.). Make sure your physical wiring is safe from electro-magnetic interference.

Cause 4: If you have alignment errors that occur without collisions, it usually means that you have a bad
or corrupted software driver on a machine on that segment. Check to see what new machines have been
added to that segment, or new network cards and/or drivers.

Carrier Sense Errors
Rare event

Official definition: The number of times that the carrier sense condition was lost or never asserted when
attempting to transmit a frame on a particular interface. The count represented by an instance of this
object is incremented at most once per transmission attempt, even if the carrier sense condition fluctuates
during a transmission attempt.

Basic definition: Carrier Sense Errors occur when an interface attempts to transmit a frame, but no carrier
is detected, and the frame cannot be transmitted.
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What you should do to fix this problem:

Cause 1: Carrier Sense Errors can occur when there is an intermittent network cabling problem. Check
for cable breaks that may cause occasional outages. Use a cable tester to insure that the physical
cabling is good.

Cause 2: Carrier Sense Errors can occur when the device connected to the interface has a failing network
interface card (NIC). The network card connected to this interface should be replaced.

Deferred Transmissions
Common event

Official definition: A count of frames for which the first transmission attempt on a particular interface is
delayed because the medium is busy. The count represented by an instance of this object does not
include frames involved in collisions.

Basic definition: If an interface needs to transmit a frame, but the network is busy, it increments Deferred
Transmissions. Transmissions that are deferred are buffered up and sent at a later time when the network
is available again.

What you should do to fix this problem:

Cause 1: Deferred Transmissions can be deferred because of non-collision media access problems. For
example: If the network is constantly busy (and a network card cannot get a word in edgewise), there is a
media access problem (the NIC cannot get control of the network). This kind of deferred transmission is
usually associated with Single or Multiple Collision Frames. Implementing a full-duplex connection can
solve this problem.

Cause 2: Deferred Transmissions can be created on a switch or bridge that is forwarding packets to a

destination machine that is currently using its network segment to transmit. This can usually be solved by
implementing a full-duplex connection (if possible) on the segment.

Excessive Collisions
Rare event

Official definition: A count of frames for which transmission on a particular interface fails due to excessive
collisions.

Basic definition: If there are too many collisions (beyond Multiple Collision Frames), the transmission will
fail.

What you should do to fix this problem:

Cause 1: A faulty NIC can cause Excessive Collisions. Check the network cards on the segment to insure
that they are functioning correctly.

Cause 2: A failed transceiver can cause Excessive Collisions. Check the transceivers on the segment to
insure that they are functioning correctly.

Cause 3: Improper network wiring (wrong pairs, split pairs, crossed pairs) can cause Excessive Collisions.
Use a cable tester to insure that wiring is good.

Cause 4: A network segment with extremely high utilization and high collision rates can cause Excessive
Collisions. If utilization is high, attempt to implement full-duplex to solve this problem.
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FCS Errors
Rare event

Official definition: A count of frames received on a particular interface that are an integral number of
octets in length but do not pass the FCS (Frame Check Sequence) check. The count represented by an
instance of this object is incremented when the FrameCheckError status is returned by the MAC service
to the LLC (or other MAC user). Received frames for which multiple error conditions are obtained,
according to the conventions of IEEE 802.3 Layer Management, are counted exclusively according to the
error status presented to the LLC.

Basic definition: An FCS error is a legal sized frame with a bad frame check sequence (CRC error). An
FCS error can be caused by a duplex mismatch, faulty NIC or driver, cabling, hub, or induced noise.

What you should do to fix this problem:

Cause 1: FCS errors can be caused by a duplex mismatch on a link. Check to make sure that both
interfaces on this link have the same duplex setting.

Cause 2: Sometimes FCS errors will increment when there is induced noise on the physical cable.
Perform a cable test. Check the environment for electrical changes (industrial electrical motor turning on,
EMI radiation, etc.). Make sure your physical wiring is safe from electro-magnetic interference.

Cause 3: If you notice that FCS Errors increases, and Alignment Errors increase, attempt to solve the
alignment error problem first. Alignment errors can cause FCS errors.

Cause 4: If you see FCS errors increase, check the network cards and transceivers on that segment. A
failing network card or transceiver may transmit a proper frame, but garble the data inside, causing a FCS
error to be detected by listening machines.

Cause 5: Check network driver software on that segment. If a network driver is bad or corrupt, it may
calculate the CRC incorrectly, and cause listening machines to detect an FCS Error.

Cause 6: If you have an Ethernet cable that is too short (less than 0.5meters), FCS errors can be
generated.

Cause 7: If you have an Ethernet cable that is too long (more than 100meters), FCS errors can be
generated.

Cause 8: If you are using 10Base-2, and have poor termination, or poor grounding, FCS errors can be
generated.

Frame Too Longs
Rare event

Official definition: If a frame is detected on an interface that is too long (as defined by ifMTU), this counter
will increment.

Basic definition: Frame Too Longs occur when an interface has received a frame that is longer (in bytes)
than the maximum transmission unit (MTU) of the interface.

What you should do to fix this problem:
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Cause 1: Switches that use VLAN (Virtual LAN) tagging of frames can cause FrameToolLongs. To solve
this specific problem, upgrade the device reporting the FrameToolong error to support VLANS, or turn off
VLAN tagging on neighboring switches.

Cause 2: Faulty NIC cards can cause FrameToolLongs. Check NIC cards on the segment to insure that
they are running correctly.

Cause 3: Cabling or grounding problems can cause FrameToolLongs. Use a network cable tester to
insure that the cabling is not too long, or out of specification for the technology you are using.

Cause 4: Software drivers that do not respect the correct MTU (Maximum Transmission Unit) of the
medium can cause FrameTooLongs. Check network drivers to make sure they are functioning properly.

Inbound Discards
Rare event

Official definition: The number of inbound packets which were chosen to be discarded even though no
errors had been detected to prevent their being deliverable to a higher-layer protocol. One possible
reason for discarding such a packet could be to free up buffer space.

Basic definition: If too many packets are received, and the protocol stack does not have enough
resources to properly handle the packet, it may be discarded.

What you should do to fix this problem:

Cause 1: Insufficient memory allocated for inbound packet buffers. Research how to increase the inbound
packet buffers on the interface. This may be modified in the device's configuration.

Cause 2: The CPU on the device may not be fast enough to process all of the inbound packets.
Employing a faster CPU may remedy this problem.

Inbound Errors
Rare event

Official definition: The number of inbound packets that contained errors preventing them from being
deliverable to a higher-layer protocol.

Basic definition: These packets contained one or more various data-link layer errors, and were thus
discarded before being passed to the network layer. The root cause of these errors are undefined. In
order to more accurately research these types of errors, you should deploy a packet analyzer in front of
this interface to track the specific errors that occur, as the device is not capable of tracking any additional
information relating to these errors. If this interface provides Ethernet specific errors, these errors may be
detailed in that section.

What you should do to fix this problem:
Cause 1: There are various sources of this type of error. The interface does not possess enough

information as to the exact cause of this error. Deploy a packet analyzer in front of this interface to
inspect the exact type of error that is occurring.
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Inbound Unknown Protocols
Common event

Official definition: The number of packets received via the interfaces which were discarded because of an
unknown or unsupported protocol.

Basic definition: If the physical and data-link layer do their job successfully and deliver a frame to the
correct MAC address, it is assumed that the requested protocol will be available on the machine. If the
protocol is not available, the frame is discarded. If your machine receives an AppleTalk packet, but your
machine is not running AppleTalk, it will discard the packet and increment this counter.

What you should do to fix this problem:

Cause 1: Broadcasts can cause inbound unknown protocol errors. If you have a Novell server on the
segment, it will send out periodic IPX broadcasts that some devices will not understand (because they do
not have the IPX protocol loaded in their network stack). This is a normal event. To attempt to reduce this,
work on reducing the number of different protocols that exist on your network, or install additional
protocols on your machines to be able to communicate with additional clients.

Cause 2: Inbound unknown protocols can be caused by mis-configurations of other machines. Check the
configurations of other machines on the network to try to determine why this machine is receiving an
unknown protocol. If inbound unknown protocols error is incrementing rapidly, attach a network analyzer
and look at the protocols that are being sent to this machine, and their source.

Outbound Discards

Rare event

Official definition: The number of outbound packets which were chosen to be discarded even though no
errors had been detected to prevent their being transmitted. One possible reason for discarding such a
packet could be to free up buffer space.

Basic definition: If too many packets are queued to be transmitted, and the network interface is not fast
enough to transmit all of the packets, it may be discarded.

What you should do to fix this problem:

Cause 1: Insufficient memory allocated for outbound packet buffers. This may be modified in the device's
configuration.

Cause 2: The network interface may not be fast enough to process all of the outbound packets.
Employing a faster speed interface may remedy this problem.
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Outbound Errors
Rare event

Official definition: The number of outbound packets that could not be transmitted because of errors.

Basic definition: These packets could not be transmitted due to one or more various data-link layer errors.
The root causes of these errors are undefined. In order to more accurately research these types of errors,
you should deploy a packet analyzer in front of this interface to track the specific errors that occur, as the
device is not capable of tracking any additional information relating to these errors. If this interface
provides Ethernet specific errors, these errors may be detailed in that section.

What you should do to fix this problem:

Cause 1: There are various sources of this type of error. The interface does not possess enough
information as to the exact cause of this error. Deploy a packet analyzer in front of this interface to
inspect the exact type of error that is occurring.

Outbound Queue Length
Common event

The length of the output packet queue (in packets) number should return to zero in a short amount of
time. If it ends up being any non-zero value for any length of time, you should consider upgrading the
interface to a faster technology, or full duplex (if not already enabled).

Internal Mac Transmit Errors
Rare event

Official definition: A count of frames for which transmission on a particular interface fails due to an internal
MAC sub layer transmit error. A frame is only counted by an instance of this object if it is not counted by
the corresponding instance of the dot3StatsLateCollisions object, the dot3StatsExcessiveCollisions
object, or the dot3StatsCarrierSenseErrors object. The precise meaning of the count represented by an
instance of this object is implementation-specific. In particular, an instance of this object may represent a
count of transmission errors on a particular interface that are not otherwise counted.

Basic definition: If a transmission error occurs, but is not a late collision, excessive collision, or carrier
sense error, it is counted as an error here. NIC vendors may identify these kinds of errors specifically.
Check with the device's manufacturer to determine their interpretation of InternalMacTransmitErrors.

What you should do to fix this problem:

Cause 1: A faulty network transmitter can cause InternalMACTransmitErrors. Check the device to insure
that it is functioning correctly.

Cause 2: Check with the device's manufacturer to determine what their interpretation is of
InternalMACTransmitErrors.

Late Collisions
Rare event

Official definition: The number of times that a collision is detected on a particular interface later than 512
bit-times (64 bytes) into the transmission of a packet. Five hundred and twelve bit-times corresponds to
51.2 microseconds on a 10-megabit per second system. A (late) collision included in a count represented
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by an instance of this object is also considered as a (generic) collision for purposes of other collision-
related statistics.

Basic definition: Collisions should be detected within the first 64 bytes of a transmission. If an interface
transmits a frame and detects a collision before sending out the first 64 bytes, it declares it to be a
"normal collision" and increments Single Collision Frames (or Multiple Collision Frames if more collisions
follow). If an interface transmits a frame and detects a collision after sending out the first 64 bytes, it
declares it to be a Late Collision. If a machine detects a Late Collision, it will treat the collision like any
other collision (send a jam signal, and wait a random amount of time before attempting to retransmit). The
other sending machine may or may NOT have detected the collision because it was so late in the
transmission. The other sending machine may detect the collision AFTER it is done sending its frame,
and will believe that its frame was sent out successfully.

What you should do to fix this problem:

Cause 1: A duplex mismatch can cause Late Collisions. Check to make sure that the duplex settings on
both interfaces are set to use the same duplex.

Cause 2: A faulty NIC card on the segment can cause Late Collisions.

Cause 3: Late Collisions can be caused by a network that is physically too long. A network is physically
too long if the end-to-end signal propagation time is greater than the time it takes to transmit a legal sized
frame (about 57.6 microseconds). Check to make sure you do not have more than five hubs connected
end-to-end on a segment, counting transceivers and media-converters as a two-port hub. Also check
individual NIC cards for transmission problems.

Cause 4: If you have a switch on the network that is configured for "low-latency" forwarding (anything
except "store and forward"), it may be causing the Late Collisions. Low latency forwarding ends up having
the switch act like a very slow hub. It reduces traffic like a switch, but does not insure that frames reach
the destination successfully. The frame "worms" its way through multiple switches, slowing down at each
switch. If there is a collision on the end segment, the frame gets dropped by the switch, and the
transmitting workstation does not detect that the frame was dropped. To fix this, do not use "low-latency"
forwarding features on switches that are hooked up to other switches with "low-latency" forwarding
features. Configure the switches to use "store and forward" forwarding methodology.

MAC Receive Errors
Rare event

Official definition: A count of frames for which transmission on a particular interface fails due to an internal
MAC sub layer transmit error. A frame is only counted by an instance of this object if it is not counted by
the corresponding instance of the dot3StatsLateCollisions object, the dot3StatsExcessiveCollisions
object, or the dot3StatsCarrierSenseErrors object. The precise meaning of the count represented by an
instance of this object is implementation-specific. In particular, an instance of this object may represent a
count of transmission errors on a particular interface that are not otherwise counted.

Basic definition: This is the number of frames that could not be transmitted due to an unknown problem.
This unknown problem is not related to collisions or carrier sense errors. The device manufacturer's
documentation may provide additional information on locating the source of these errors.

What you should do to fix this problem:
Cause 1: There are various sources of this type of error. The interface does not possess enough

information as to the exact cause of this error. Contact the device manufacturer to determine how they
define the MacReceiveError and how to fix this problem.
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Multiple Collision Frames
Rare event

Official definition: A count of successfully transmitted frames on a particular interface for which
transmission is inhibited by more than one collision. A frame that is counted by an instance of this object
is also counted by the corresponding instance of either the ifOutUcastPkts or ifOutNUcastPkts object and
is not counted by the corresponding instance of the dot3StatsSingleCollisionFrames object.

Basic definition: If a network interface attempts to transmit a frame, and detects a collision, it will attempt
to re-transmit the frame after the collision. If the retransmission also causes a collision, then Multiple
Collision Frames is incremented.

What you should do to fix this problem:

Cause 1: A faulty NIC or transceiver can cause Multiple Collision Frames. Check the network cards and
transceivers on the segment for failures.

Cause 2: An extremely overloaded network can cause Multiple Collision Frames (average utilization
should be less than 40%).

Cause 3: If you are using 10Base-2, and have poor termination, or poor grounding, Multiple Collision
Frames can be generated.

Cause 4: If you have a bad hardware configuration (like creating an Ethernet ring), Multiple Collision
Frames can be generated.

Single Collision Frames
Common event

Official definition: A count of successfully transmitted frames on a particular interface for which
transmission is inhibited by exactly one collision. A frame that is counted by an instance of this object is
also counted by the corresponding instance of either the ifOutUcastPkts or ifOutNUcastPkts object and is
not counted by the corresponding instance of the dot3StatsMultipleCollisionFrames object.

Basic definition: If a network interface attempts to transmit a frame, and detects a collision, it will attempt
to re-transmit the frame after the collision. If the retransmission was successful, then the event is logged
as a single collision frame.

What you should do to fix this problem:

Cause 1: Single Collision Frames can be caused by multiple machines wanting to transmit at the same
time. This is a normal occurrence on Ethernet.

Cause 2: If Single Collision Frames increases dramatically, this could indicate that the segment is
becoming overloaded (too many machines on the segment or too many heavy talkers on the segment).
As the segment continues to become overloaded, Single Collision Frame count may decrease, as
Multiple Collision Frames increases. Converting the segment to a switched environment may solve this
problem. Another possible solution is to reduce the number of machines on this segment, or install a
bridge to segregate the segment into two halves.

Cause 3: Single Collision Frames can be caused by poor wiring or induced noise. Use a cable tester to
insure that the physical cable is good.
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Cause 4: Single Collision Frames can be caused by a bad network interface card, or failing transceiver.
Check to make sure the network cards and transceivers on the segment are functioning correctly.

SQE Test Errors
Rare event

Official definition: A count of times that the SQE TEST ERROR message is generated by the PLS sub
layer for a particular interface. The SQE TEST ERROR message is defined in section 7.2.2.2.4 of
ANSV/IEEE 802.3-1985 and its generation is described in section 7.2.4.6 of the same document.

Basic definition: SQE stands for "Signal Quality Error", and may also be referred to as the Ethernet
"heartbeat". With early Ethernet cards that required transceivers, the transceiver would send a "Signal
Quality Error" back to the Ethernet card after each frame was transmitted to insure that the collision
detection circuitry was working. With modern network cards, this SQE test can cause network cards to
believe that an actual collision occurred, and a collision is sent out on the network when a SQE test is
detected. This can seriously degrade network performance, as each frame successfully transmitted on
the network is followed by a collision caused by the SQE test.

What you should do to fix this problem:

Cause 1: SQE Test Errors can be caused by a transceiver that have the "SQE test" dip switch turned on
(it should be turned off). Check the switch settings on all transceivers on the segment.

Cause 2: SQE Test errors can be caused by broken transceivers. Check for failed transceivers on the
segment.
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Symbol Errors
Rare event

Official definition: For an interface operating at 100 Mb/s, the number of times there was an invalid data
symbol when a valid carrier was present. For an interface operating in half-duplex mode at 1000 Mb/s,
the number of times the receiving media is non-idle (a carrier event) for a period of time equal to or
greater than slotTime, and during which there was at least one occurrence of an event that causes the
PHY to indicate 'Data reception error' or 'carrier extend error' on the GMII. For an interface operating in
full-duplex mode at 1000 Mb/s, the number of times the receiving media is non-idle (a carrier event) for a
period of time equal to or greater than minFrameSize, and during which there was at least one
occurrence of an event that causes the PHY to indicate 'Data reception error' on the GMII. For an
interface operating at 10 Gb/s, the number of times the receiving media is non-idle (a carrier event) for a
period of time equal to or greater than minFrameSize, and during which there was at least one
occurrence of an event that causes the PHY to indicate 'Receive Error' on the XGMII. The count
represented by an instance of this object is incremented at most once per carrier event, even if multiple
symbol errors occur during the carrier event. This count does not increment if a collision is present. This
counter does not increment when the interface is operating at 10 Mb/s. For interfaces operating at 10
Gbl/s, this counter can roll over in less than 5 minutes if it is incrementing at its maximum rate. Since that
amount of time could be less than a management station's poll cycle time, in order to avoid a loss of
information, a management station is advised to poll the dot3HCStatsSymbolErrors object for 10 Gb/s or
faster interfaces. Discontinuities in the value of this counter can occur at re-initialization of the
management system, and at other times as indicated by the value of ifCounterDiscontinuity Time.

Basic definition: 100mbps Ethernet and faster interfaces use symbols to represent bits. These symbols
include error correction to permit single bit errors to be recognized and repaired on the fly. When a
symbol error is detected and corrected, it increments this error, indicating that a physical layer problem
exists. Cabling and connectors should be checked/cleaned to make sure standards are adhered to.

What you should do to fix this problem:

Cause 1: This is typically caused by a cabling issue. Re-seat physical cabling, and clean cable ends with
compressed air.

Cause 2: Faulty network adapters might have problems relating to its physical connection. Swap
connectors and see if the problem goes away.

Page 186



PathSolutions User Manual TotalView 14

Appendix B: Saving PoE Usage to a Database

The system tracks current PoE status via the web reports. Historical power usage can be tracked over
time with a few modifications.

1) Run RegEdit
2) Navigate to HKEY_LOCAL_MACHINE/Software/NetLatency/SwitchMonitor
3) Create a new DWORD key “PollSQLitePoEFlag” and set it to 1

Note: The PathSolutions service does not need to be restarted to have this entry take effect.

The system will now create a file in the Data directory called POEConsumption.dat. This data file is a
SQLite database that will track the consumption of all PSUs on all monitored switches.

The table structure is as follows:

Field Type Description

PollID Integer (PK) Primary key

Node Text Server unique identifier

PolINumber Integer Unique poll number for each poll performed
PollTime Text Time of poll

Agent Text IP address of switch

Device Text Hostname of switch

PSU Integer Power Supply Unit number reporting
Status Integer Status (1=0n, 2=0ff, 3=Faulty)
Rating Integer Total watts permitted for the PSU
Consumption Integer Current powers draw in watts

The index Pollindex can be used to speed up queries on large databases. It is indexed on PollID,
PollTime, and Agent.

The database can be queried using the command-line sqlite3.exe program located in the Data directory:
sgqlite3 -csv -header PoEConsumption.dat “select * from PoEPoll;”
This information can be sent to a file with the command-line redirect for further processing:

sqlite3 -csv -header PoEConsumption.dat “select * from PoEPoll;”
>PoEStats.csv
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Appendix C: Using the ACL to Control Web Access

The built-in webserver can be configured to only respond to certain IP addresses. This can be done by
modifying the WebACL.cfg file:

C:\Program Files (x86)\PathSolutions\TotalView\WebACL.cfg
This file requires entering two fields, each separated by one or more <TAB> characters.

;This is the webserver Access Control List. It will permit accessing the
webserver from

;only the specified subnets. If the list is blank, any client can access.
; IP Address

;Enter the IP address of the device

; Subnet

;Enter the subnet related to the device;

;IP Address Subnet

Enter the IP address of the device and a <TAB> character and the subnet mask that represents the
network that the webserver should respond to.

Note: If this file is left blank, the webserver will respond to requests from any IP address.

Atfter the file has been modified and saved, stop and restart the PathSolutions TotalView service to have
the changes take effect.
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Appendix D: File Compare Tool
The File Compare Tool allows you to compare two files to see any differences.

To launch File Compare, click Start, choose Programs, then PathSolutions, then TotalView, then File
Compare Tool.

When it launches, it will show you two panes.

G recompare = o %
Fie view

Click to open a file Click to open a file
or drag and drop file here or drag and drop file here

Click on the left pane and a file open dialog will allow you to choose a configuration file, or drag a file to
that square. Click on the right pane and select a different configuration file, or draft another file to that
square.

The results will show any differences between the files, highlighted with a yellow background.

¥ FileCompare . m] X
File View

10.0.0.1(10.0.0.1)2019-04-21@20.24.04.txt. 10.0.0.1(10.0.0.1)2019-04-23@14.12.02.txt
Building configuration... ~||Building configuration... £
Current configuration : 13707 bytes Current configuration : 13707 bytes
! 1
! Last configuration change at 13:23:59 PDT Sat Mar 30 ! Last configuration change at 13:23:59 PDT Sat Mar 30
! NVRAM config last updated at 13:24:02 PDT Sat Mar 30 ! NVRAM config last updated at 13:24:02 PDT Sat Mar 30
1 !
version 16.3 version 16.3
no service pad no service pad
service timestamps debug datetime msec service timestamps debug datetime msec
service timestamps log datetime msec service timestamps log datetime msec

service password-encryption
service compress-config

no platform punt-keepalive disable-kernel-core no platform punt-keepalive disable-kernel-core
1 !
hostname Syrah hostname Syrah

1 !

! !
vrf definition Mgmt-vrf vrf definition Mgmt-vrf

! !

address-family ipv4 address-family ipv4

exit-address-family exit-address-family

1 1

address-family ipvé address-family ipvé

exit-address-family exit-address-family

1 !
enable secret 5 32kdDDFJdk2ijE(Wdfjdkdj2Ef enable secret 5 $1SWGUKS$TSSMW251gw2fNxCE7IkJ3/
1 ]
aaa new-model aaa new-model

! !

1 !

1 !

| vl v
< > < >
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Glossary

IETF — This acronym stands for the Internet Engineering Task Force, and is the governing body for all
standards that relate to Internet and associated communications technologies. Website:
www.ietf.org

MAC — Media Access Control: This is a unique address that is used by Ethernet adapters to transmit and
receive frames on the network. They are only used for conveying layer 2 frames between
nodes on a LAN.

MIME — Multi-Purpose Internet Mail Extensions: This is an email standard that defines how different
content is handled inside email messages. This allows graphics, audio, HTML text, formatted
text, and video to be displayed correctly inside email messages. MIME is defined by the IETF's
RFC1521 document, and is available on the IETF's website:
http://lwww.ietf.org/rfc/rfc1521.txt?number=1521

Network Weather Report — System Monitor can email network reports to you on a daily basis. The
network Weather Report helps to keep you informed of the overall health of your network.

OSI — Open Systems Interconnect: This is a standard description or "reference model" for how services
are provided on a network.

OUI — Organizationally Unique Identifier: This is the identification of the first three bytes of an Ethernet
MAC address. The first three bytes are called the OUI because they are unique to the
equipment manufacturer. Thus, any MAC addresses that share the first three bytes all come
from a common manufacturer.

SNMP read-only community string — This is an SNMP password with the rights to be able to read
statistical information from a device.

SNMP - Simple Network Management Protocol. This protocol allows network management software (like
System Monitor) to communicate with network devices to read statistical information.

SMTP email address — This is a standard Internet email address. For example: jdoe@company.com.

SMTP Simple Mail Transport Protocol. This protocol allows email clients and servers to communicate
over the Internet.
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